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Preface

Photoionization, a process occurring in the presence of a radiative source, is vital for studying

astronomical objects, such as, stars, nebular plasma. Sultana N. Nahar from Ohio State University and

Guillermo Hinojosa from the National Autonomous University of Mexico have co-edited a Special

Issue titled “Photoionization of Atoms” for the journal Atoms. They provide a comprehensive overview

of photoionization, covering its characteristics, methodologies, data availability, and applications

in astrophysics.

The editors emphasize the complexity of photoionization, particularly due to resonances that

can complicate its study. Close coupling (CC) approximation is known as a theoretical approach

that calculates both background cross-sections and resonances. Earlier theoretical studies focused

on background cross-sections and calculated resonances separately. The International Opacity

Project conducted the first systematic studies incorporating resonances using CC approximation

and the R-matrix.

This Special Issue includes significant contributions, such as Nahar and Hinojosa’s paper

presenting R-matrix photoionization cross-sections for Cl III, benchmarked against experimental

data from the Advanced Light Source. Another paper discusses the photoionization spectrum of Cl VI

measured at SOLEIL, revealing resonance structures related to the ground and excited states, with

calculated cross-sections using the MCDF method showing better agreement with experiments than

z-scaled values from the R-matrix results.

M. A. Baig reviews the measured photoionization of excited states of alkali atoms, employing

a non-synchrotron multi-step laser excitation technique to study Rydberg resonances. Theoretical

predictions for higher effective quantum number resonances using R-matrix methods face challenges

due to their density and overlap. Gning and Sakhoa present high-n resonances of Cl I using a

semi-empirical method that they have developed.

Bhatia introduces a hybrid method for more accurate background cross-sections, which can be

applied to various processes, including the photoionization of neutral helium. Chang et al. explore

photoabsorption in a plasma environment, yielding good agreement with measured values.

Nahar’s paper presents the astrophysical spectra of lanthanide ions, relevant for phenomena like

neutron star mergers. The interplay between photoionization and electron-ion recombination is crucial

for modeling nebular atmospheres, as discussed by D. J. Hillier. A. Pradhan highlights the importance

of photoionization in solar opacity, particularly for addressing discrepancies between observed and

predicted opacities.

C. Prieto quantitatively evaluates photoionization’s role in stellar atmospheres. Detailed

photoionization cross-sections with resonances are accessible through databases like TOPbase, TIPbase,

and NORAD-Atomic-Data. The papers collectively provide valuable insights into photoionization,

contributing to a broader understanding of this fundamental process in nature.

Sultana N. Nahar and Guillermo Hinojosa

Guest Editors
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Experimental and Theoretical Study of Photoionization of Cl III
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6 Department of Physics, Sierra College, Rocklin, CA 95677, USA
7 Department of Physics, University of Gothenburg, SE-412 96 Gothenburg, Sweden
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Abstract: Photoionization of Cl III ions into Cl IVwas studied theoretically using the ab initio
relativistic Breit–Pauli R-matrix (BPRM) method and experimentally at the Advanced Light Source
(ALS) synchrotron at the Lawrence Berkeley National Laboratory. A relative-ion-yield spectrum of Cl
IVwas measured with a photon energy resolution of 10 meV. The theoretical study was carried out
using a large wave-function expansion of 45 levels of configurations 3s23p2, 3s3p3, 3s23p3d, 3s23p4s,
3s3p23d, and 3p4. The resulting spectra are complex. We have compared the observed spectrum with
photoionization cross sections (σPI) of the ground state 3s23p3(4So

3/2) and the seven lowest excited
levels 3s23p3(2Do

5/2), 3s23p3(2Do
3/2), 3s23p3(2Po

3/2), 3s23p3(2Po
1/2), 3s3p4(4P5/2), 3s3p4(4P3/2) and

3s3p4(4P1/2) of Cl III, as these can generate resonances within the energy range of the experiment.
We were able to identify most of the resonances as belonging to various specific initial levels within
the primary Cl III ion beam. Compared to the first five levels, resonant structures in the σPI of excited
levels of 3s3p4 appear to have a weaker presence. We have also produced combined theoretical
spectra of the levels by convolving the cross sections with a Gaussian profile of experimental width
and summing them using statistical weight factors. The theoretical and experimental features show
good agreement with the first five levels of Cl III. These features are also expected to elucidate the
recent observed spectra of Cl III by Sloan Digital Scan Survey project.

Keywords: relativistic multi-configurations interaction; R-matrix method; photoionization; phospho-
rus isoelectronic ion Cl IV; merged-beams technique

1. Introduction

The Io satellite plasma torus in Jupiter is a ring-shaped cloud of plasma in which Cl III
ions were discovered by the Far Ultraviolet Spectroscopic Explorer (FUSE) [1,2] and also by
the Galileo probe [3]. In addition, the CORONAS-F spacecraft has detected high-charge
states of chlorine in coronal solar flares [4]. The apparently large abundance of chlorine
in the interstellar medium is an unresolved question in astrophysics [5] prompting the
need for more investigations into the fundamental properties of this element. In general,
measurements of photoionization spectra of ions of chlorine [6] have helped in benchmark-
ing theoretical efforts such as those of the OPACITY [7–9], IRON [10], and NORAD [11]
projects that have for several decades focused on understanding the interaction of photons
with ions.

Atoms 2023, 11, 28. https://doi.org/10.3390/atoms11020028 https://www.mdpi.com/journal/atoms1
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Photoionization and spectroscopic data on chlorine ions remain rare. Experimental
efforts have provided lifetimes and oscillator strengths for specific transitions observed
by FUSE [12] for Cl II ions. A multi-configuration Hartree–Fock approach [13] showed
a strong correlation between Rydberg series and perturbed states for the case of singly-
ionized chlorine. An experimental effort investigating the photoionization of Cl II from
threshold to 28 eV offered Rydberg series resonance energies and cross sections [6]. This
investigation was followed by large-scale Dirac Coulomb R-matrix calculations [7,14],
rendering an identification for the observed spectrum.

In the present study, we present a measurement of the relative ion yield resulting from
the single-photon photoionization of Cl III. The data consists of the effective current of
the Cl IV ions as a function of the photon beam energy. Photoionization can proceed via a
direct process as in the following,

hν + Cl I I I → e− + Cl IV, (1)

where hν represents the photon (giving the background cross section), or through an
intermediate autoionizing state at an energy belonging to a Rydberg series state,

Cl I I I + hν 
 (Cl I I I)∗∗ 
 Cl IV + e−, (2)

which introduces a resonance in the cross section. The introduction of an intermediate state
for resonances can be studied naturally by the close-coupling (CC) approximation and the
R-matrix method. This report presents resonant features in the measured photoionization
cross section of Cl III, studied theoretically using the relativistic Breit–Pauli R-matrix
(BPRM) method; the experimental and theoretical results are each benchmarked against
the other. Cl III is isoelectronic to phosphorous. For this reason, the photoionization study
of atomic phosphorus by Berkowitz and collaborators [15] is relevant to the present work.
We point out that the spectroscopy of elements isoelectronic to phosphorus is also relevant
in astrobiology. Because phosphorus is one of the basic elements of life, its spectroscopic
features are used to label phosphorus-containing exoplanetary atmospheres as possible life
sustaining regions (e.g., Ref. [16]).

2. Theoretical Study with Breit–Pauli R-Matrix Method

The theoretical study was carried out using the relativistic Breit–Pauli R-matrix (BPRM)
method with a large close-coupling (CC) wavefunction expansion that includes 45 levels
of the core ion Cl IV. It is the core ion excitation that enables autoionizing resonances in
photoionization cross sections. A brief outline of the method is given below.

In the CC approximation, the atomic system has (N+1) electrons and the core (or
‘target’) ion is an N-electron system interacting with the (N+1)th electron. The (N+1)th
electron is bound or in the continuum depending on whether its energy E is negative or
positive, respectively. The total wave function ΨE, of SLπ J symmetry, is expressed by an
expansion of the form (e.g., Ref. [17])

ΨE(e− + ion) = A ∑
i

χi(ion)θi + ∑
j

cjΦj, (3)

where the core ion eigenfunction χi represents the ground and various excited states.
The sum is over the number of states considered. The core is coupled with the (N+1)th

electron function θi. The (N+1)th electron (of kinetic energy k2
i ) is in a channel labeled

as SiLiπi Jik2
i `i(SLπ J). A is the anti-symmetrization operator. In the second sum, the Φj

are bound-channel functions of the (N+1)-electron system that provides the orthogonality
between the continuum and the bound electron orbitals, and accounts for short-range
correlations.

Substitution of ΨE(e− + ion) in the Schrödinger equation

HN+1ΨE = EΨE, (4)

2
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introduces a set of coupled equations that are solved using the R-matrix approach. This
approach divides the space into an inner space of radius ra that includes all short-range in-
teractions, and an outer space up to infinity where the wavefunction is treated as Coulombic
(e.g., Refs. [8,17–20]). The relativistic effects are included through Breit–Pauli approxima-
tion (e.g., Ref. [17]), in which the Hamiltonian is given by

HBP
N+1 =

N+1

∑
i=1

{
−∇2

i −
2Z
ri

+
N+1

∑
j>i

2
rij

}
+ Hmass

N+1 + HDar
N+1 + Hso

N+1, (5)

in Rydberg units. The relativistic correction terms are corrected by a mass term,
Hmass = − α2

4 ∑i p4
i , the Darwin term, HDar = Zα2

4 ∑i∇2( 1
ri
), and a spin-orbit interaction

term, Hso = Zα2 ∑i
1
r3

i
li.si. The R-matrix Breit–Pauli (BPRM) approximation also includes

parts of several two-body interaction terms, such as those without the momentum opera-
tors [17].

The solution of the BRPM approximation is a continuum wave function ΨF for an
electron with positive energies (E > 0), or a bound state ΨB at a negative total energy
(E ≤ 0). The complex resonant structures in the photoionization spectra are produced from
channel couplings between continuum channels that are open (k2

i > 0), and ones that are
closed (k2

i < 0), at electron energies k2
i corresponding to autoionizing states of the Rydberg

series SiLi Jiπiν`. ν is the effective quantum number of the series converging to excited
core thresholds.

The photoionization cross section (σPI) is given by (e.g., Ref. [17])

σPI =
4π2

3c
1
gi

ωS, (6)

where gi is the statistical weight of the bound state, ω is the incident photon energy, and S
is the generalized line strength

S = | < Ψj||DL||Ψi > |2 =

∣∣∣∣∣

〈
ψ f

∣∣∣∣∣
N+1

∑
j=1

rj

∣∣∣∣∣ψi

〉∣∣∣∣∣

2

. (7)

Here Ψi and Ψf are the initial and final state wave functions, respectively, and DL is the
dipole operator in the length form.

3. Computation of Photoionization Cross Sections

BPRM computations were carried out through the package of R-matrix codes [20–22],
which consists of several stages. The computation starts with the wave-function expansion
of the core ion as the initial input. For this wave function, an atomic structure calculation
was carried out using the code SUPERSTRUCTURE (SS) [23,24]. SS uses a Thomas–Fermi–Dirac–
Amaldi potential and includes relativistic contributions in a Breit–Pauli approximation
in which a full Breit interaction and parts of two-body correction terms are included. A
set of 13 configurations of the core ion Cl IV was optimized to obtain the wave-function
expansion for Cl III. The configurations, which include orbitals up to the 4d, are 3s23p2,
3s3p3, 3s23p3d, 3s23p4s, 3s23p4p, 3s23p4d, 3s3p23d, 3s3p24s, 3s3p24p, 3p4, 3p33d, 3p34s,
and 3p34p. Table 1 presents 45 (the ground and 44 excited) fine-structure levels of Cl IV
included in the wave-function expansion of Cl III. The calculated energies from SS are
compared with observed values [25] (listed in the NIST [26] compilation). A comparison
shows the agreement between SS and the observed values to within a few percent to a larger
number, and some, e.g., 3p4(3P0,1,2), are over 10%. SS is not adjusted for any observed
values. The optimization for energies and wavefunctions is carried out through the number
of configurations and by varying the orbital wavefunctions with Thomas–Fermi scaling
parameters. SS computes the radial wavefunction of all orbitals which remain the same
while the energies change with the angular momenta of the states. The present set of
energies is the resultant of efforts to reach an overall agreement between the calculated and

3
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measured values instead of focusing to improve any small set of energies, and the optimized
set of configurations is selected for manageable computation by the R-matrix codes, which
will retain all important physical characteristics of the atomic process. The accuracy of
results provided by the R-matrix method is much improved over those of core ion energies
since the method can handle a much larger set of configurations, e.g., 47 configurations
of the core ion and interacting electron were used to compute the photoionization cross
sections of Cl III. Hence, the effect of uncertainties in the core ion wavefunctions were
reduced considerably by the R-matrix computations and resulted in a good agreement
between the calculated and experimental σPI .

Table 1. The 45 levels of Cl IV that were included in the CC wavefunction expansion for Cl III. The
calculated energies in Ry obtained from SUPERSTRUCTURE (SS) are compared with the measured
values [25] available in the NIST [26] compilation table.

Config SLπ 2J E (NIST, Ry) E (SS, Ry)

1 3s23p2 3P 0 0.0 0.0
2 3s23p2 3P 2 0.004483 0.004553
3 3s23p2 3P 4 0.012228 0.012601
4 3s23p2 1D 4 0.125460 0.153621
5 3s23p2 1S 0 0.296597 0.350797
6 3s3p3 5So 4 0.592325 0.587425
7 3s3p3 3Do 2 0.93635 1.116700
8 3s3p3 3Do 4 0.93666 0.911418
9 3s3p3 3Do 6 0.93741 0.912132
10 3s3p3 3Po 4 1.09585 1.090706
11 3s3p3 3Po 2 1.09602 1.091088
12 3s3p3 3Po 0 1.09625 1.091201
13 3s23p3d 1Do 4 1.09625 1.201007
14 3s3p3 3So 2 1.482837 1.509883
15 3s23p3d 3Fo 4 1.482837
16 3s23p3d 3Fo 6 1.487126
17 3s23p3d 3Fo 8 1.492982
18 3s3p3 1Po 2 1.51946 1.589771
19 3s23p3d 3Po 4 1.65525 1.775908
20 3s23p3d 3Po 2 1.65917 1.779791
21 3s23p3d 3Po 0 1.66124 1.781748
22 3s23p3d 3Do 2 1.70414 1.814810
23 3s23p3d 3Do 4 1.70565 1.816602
24 3s23p3d 3Do 6 1.70722 1.817951
25 3s3p3 1Do 4 1.806554
26 3s23p3d 1Fo 6 1.980420
27 3s23p4s 3Po 0 1.959461 1.987296
28 3s23p4s 3Po 2 1.962772 1.991670
29 3s23p4s 3Po 4 1.972602 1.999506
30 3s23p4s 1Po 2 1.99981 1.970271
31 3s23p3d 1Po 2 2.087061
32 3s3p23d 5F 2 2.115199
33 3s3p23d 5F 4 2.116611
34 3s3p23d 5F 6 2.118763
35 3s3p23d 5F 8 2.121696
36 3s3p23d 5F 10 2.125465
37 3p4 1D 4 2.147704
38 3s3p23d 5D 0 2.174180
39 3s3p23d 5D 2 2.174565
40 3s3p23d 5D 4 2.175339
41 3s3p23d 5D 6 2.176516
42 3s3p23d 5D 8 2.178121
43 3p4 3P 0 2.291576 2.042081
44 3p4 3P 2 2.293894 2.039031
45 3p4 3P 4 2.300008 2.032375

Photoionization cross sections were obtained with the inclusion of the radiation damp-
ing effects [22]. For precise positions of the resonances, the calculated core ion excitation
energies were replaced by the available observed energies and the cross sections were

4
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shifted to match the measured ionization energies of the levels. These cross sections were
compared directly with the measured cross sections for identification of the resonances of
various levels to which they may belong. The cross sections were also convolved with a
Gaussian profile of width of 10 meV using the program GUSAVPX [27] for comparison
with the observed spectral features in the experiment. However, the width was varied in a
few instances to avoid significant dissolution of resonances.

4. Experiment

A photon beam and a Cl III ion beam propagating in opposite directions were merged
over a common collinear path. As a consequence of their interaction, ions from the Cl
III ion beam are photoionized, yielding Cl IV. The resulting ions were separated from
the parent ion beam and counted. Relevant parameters of both beams and their overlap
were monitored.

The experiment was implemented in the now decommissioned ion-photon beam
end-station at the Advanced Light Source (ALS) at Lawrence Berkeley National Laboratory.
This technique was based on the merged-beams technique [28] and was described in more
detail in previous measurements of the photoionization of Ne+ [29] and Se+ [30]. A short
description of the experimental technique with some details pertinent to the present study
is presented.

The Cl III ion beam was generated with an ECR ion source. This ion source had
an insertion oven in which a small sample of FeCl3 was evaporated and ionized in the
chamber by collisions with the ECR electrons. Ions were then extracted from the ion
source by a repulsive potential of 6 kV. These ions were mass-to-charge selected by a 90◦

bending electromagnet. The mass resolution of the electromagnet is sufficient to discern
and therefore discard any possible contamination of the Cl III (m/q = 17.73) ion beam with
O+ (m/q = 16).

Next, a set of electrostatic lenses focused the ion beam into the center of a voltage-
biased cylindrical mesh located in a chamber of the experiment where the ions were merged
with photons from the ALS (for the ions to reach this chamber, they were first deflected
by a set of 90◦ spherical electrostatic bending plates). In this chamber, Cl III ions were
ionized by the counter-propagating photons. In the following stage, a second electromagnet
served to separate the Cl IVions from the parent Cl III ions. Cl IVions were counted using
electrons emitted from an emission-biased metal plate located in front of a channel electron
multiplier plate. A typical Cl III ion beam current was 50 nA.

The photon beam was generated by a 10-cm-period undulator installed in the trajec-
tory of a constant current of 0.5 A in the 1.9 GeV synchrotron storage ring, producing a
collimated photon beam of width less than 1 mm and with a divergence less than 0.05◦.
This photon beam was then incident onto a grazing spherical-grating monochromator.
The photon energy was scanned by rotating the grating and translating the exit slit of the
monochromator while adjusting the undulator gap to maximize the photon beam intensity.

The photon flux was measured with a calibrated silicon photodiode [30] with a 5%
uncertainty. A precision current meter provided a normalization signal to the data acquisi-
tion system. The photon beam was mechanically pulsed using a controlled chopper-wheel
to separate the Cl IVsignal ions produced by photoionization from those produced by
collisions with the residual gas in the apparatus.

In this experiment, absolute cross sections were not measured. The reported measured
intensity is therefore arbitrary. However, the signal was normalized to the ion beam current
and to the photon beam current. The photon beam current was corrected by the number
of photons or via the known quantum efficiency of the photon silicon diode detector as
a function of the photon energy. Due to the presence of higher-order components in the
photon beam [31], the error in the intensity can be large. However, this experiment is
concerned primarily with the energy resonances, so the corrections to the photon beam
intensity will not be discussed here.
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The photon energy was nominally established by the rotating-grating control system.
Further calibration with an ionization gas-cell increased the accuracy of the measured
photon energy. This calibration was accomplished by using the ionization energies for
He [32] and Kr [33] as references in the energy interval from 21.218 eV to 63.355 eV. We
estimate that the photon energy error, from this technique, has a maximum value of
±10 meV. This same energy calibration technique was employed for the single-photon
photoionization spectrum measurement of Cl+ [6], achieving an agreement with the NIST
data base [26] out to three decimal places (in eV).

5. Results

We present the photoionization spectrum of Cl III with resonant features (as defined
in the introduction) studied both experimentally and theoretically, and benchmarked with
each other. The measured spectrum is the combined spectra of the ground and low-lying
excited levels of Cl III that can be present in the primary beam. The theoretical spectra are
obtained for each individual low-lying level and are compared with the measured one for
identification of features. The results are illustrated and discussed below.

The observed spectrum, shown in Figure 1, was measured in energy-intervals of 1 eV.
Each individual spectrum was overlapped with its neighbors by 0.5 eV. All the individual
scans were then merged into a single spectrum after normalization. This method was
employed in the early stage of the experiment and was implemented to reduce the effects
of possible mechanical backlash from the monochromator positioning mechanism. The
process of integrating the pieces of the spectrum was conducted by grouping the individual
bins of spectra when variations among them were very small, so that their normalization
factors were close to one. Whenever needed, this process of "gluing" also included small
energy shifts to overlap observed resonances rather than merely combining the spectra.
The overall photon energy error caused by this procedure was estimated to be no greater
than ±8 meV. Therefore, considering a ±10 meV additional uncertainty from the gas-cell
energy calibration, the total photon energy uncertainty for this experiment is ±13 meV. The
resulting measured ion-yield spectrum in Figure 1 shows several resonant series structures
and a slow monotonic rise in the background.
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Figure 1. (Color online) Single-photon photoionization ion-yield spectrum of Cl III into Cl IV
measured with a photon energy resolution of 10 meV. Measured data are (black) dots joined by a
straight line. The vertical line (gray) corresponds to the ionization limit of 39.80 eV. Alpha (red)
and numeric labels correspond to some of the most well-defined and prominent peaks listed in
Tables 2 and 3. Labeling was arbitrarily chosen to improve clarity.

Figure 2 presents the theoretically-calculated σPI of the eight lowest levels of Cl III in
various panels, ground (b) 3s23p3(4So

3/2) and excited (c) 3s23p3(2Do
5/2), (d) 3s23p3(2Do

3/2),
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(e) 3s23p3(2Po
3/2), (f) 3s23p3(2Po

1/2), (g) 3s3p4(4P5/2), (h) 3s3p4(4P3/2), (i) 3s3p4(4P1/2) while
(panel a) presents the measured spectrum. The eight levels were selected because they can
generate resonances within the energy range of the experiment. Each panel shows complex
resonances formed from the Rydberg series of autoionizing levels belonging to the core ion
excitations. The complexity arises from overlapping of the series of resonances. However,
in each panel, one can identify the origin of resonances and features of the levels that are
seen in the observed spectrum. The arrows in the panels point to identifiable resonances in
the observed spectrum, as listed in Tables 2 and 3. It can be seen that there are resonances
in the observed spectrum that appear in σPI of multiple levels. The low energy resonances
of the 3 levels of 3s3p4(4P), j = 1/2, 3/2, 5/2, are much stronger in the predicated σPI
compared to the peaks in the observed σPI . This can be explained by the low abundances
of these excited levels in the experimental beam in the low energy region.

Table 2. Cl2+ single-photon photoionization resonance energies E0 and widths derived from Gaus-
sian fits to the resonant peaks. Labels correspond to those in Figure 1.

E0
(eV)

Width
(eV) Label

42.605 0.103 a
45.514 0.182 b
45.963 0.135 c
46.180 0.096 d
47.147 0.102 e
47.391 0.104 f
48.255 0.072 g
48.422 0.096 h
48.740 0.139 i
49.000 0.098 j
49.425 0.256 k
50.060 0.105 l
51.034 0.148 m
51.586 0.101 n
52.177 0.126 o
52.736 0.122 p
53.715 0.237 q
54.450 0.234 r

Table 3. Cl2+ single-photon photoionization resonance energies E0 and widths derived from Gaus-
sian fits to the resonant peaks. Labels correspond to those in Figure 1.

E0
(eV)

Width
(eV) Label

36.161 0.069 1
36.771 0.112 2
37.521 0.128 3
37.846 0.109 4
38.966 0.129 5
39.165 0.106 6
39.829 0.072 7
40.269 0.128 8
40.506 0.148 9
41.038 0.101 10
42.354 0.118 11
43.119 0.236 13
43.735 0.093 14
45.280 0.113 15
46.764 0.115 16
47.706 0.110 17

To reproduce the observed features, the calculated single-photon photoionization
cross sections of each level were convolved with a Gaussian profile of (experimental beam)
width of 10 meV. No percentage contributions were considered since the abundances are
not known. For each LS state, the convolved σPI of its component fine structure levels were

7
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added with statistical weight factors and then all the cross sections were summed together.
The resultant spectra are presented in Figure 3. While (panel a) presents the measured cross
sections, (panel b) presents the summed features from the convolved σPI of the five lowest
initial levels of states 4S◦, 2D◦, and 2P◦, and (panel c) corresponds to the summed σPI of
the three 4P initial levels. The same set of arrows pointing identifiable resonances are also
displayed here. The overall agreement for the existences of the resonances between the
predicted and observed spectra, except for the heights of the resonances, is illustrated much
better in this figure. Almost all observed resonances are accounted for in the predicted
cross sections.

The measured cross sections show a monotonic rising background in Figure 1, which
appeared to be an artifact of the measurement technique or of the normalization procedure.
This trend can be explained to be real. We used the same normalization procedure which
is identical to that used for several other measurements in which this tendency was not
observed. Of particular relevance is the case of the photoionization of Cl II [6,7] for which
the data were measured under the same experimental conditions as of Cl III. The rising
trend was not observed in that experiment. The origin in the present spectrum is not
obvious from the calculated cross sections of individual levels in Figure 2. However, the
background of the summed cross sections convolved with the measured width in Figure 3
predicts such a trend, thus confirming the validity of this feature.

The present experimental photoionization spectra is comprised of the superposition
of a non-resonant background signal and resonant structures. Resonant peaks are normally
assigned to a Rydberg series. A Rydberg series consists of a progression of resonances
at energies Eν = Ec − z2/ν2 where ν is the effective quantum number (although often
designated by the principal quantum number n); z is the charge of the ion, and Ec is the
excitation energy of the core ion to which the Rydberg series belongs. The intensities and
shapes of resonances belonging to a series are also correlated. Our criteria in assigning a
Rydberg series consists of relating at least four resonant peaks by energy and by intensity.
In addition, the lower peak principal quantum number n should be n > 3 (the ground state
configuration of Cl III is 3s23p3). In the present measurements, resonant structures are
intermingled with strong superposition of various Rydberg series belonging to closely-lying
core ion excitation levels. No particular Rydberg series of resonances were identified under
the required criteria.

For the purpose of identification of features in the spectrum, we use the theoretical
cross sections in Figure 2 as a guide. As mentioned above, Cl III ions were generated
(in this experiment) with an ECR ion source. This ion source produces undetermined
populations of excited electronic states in the ion beam. Hence, the relative populations
of excited states in the ion beam cannot be established, although their presence can be
inferred. For instance, the lower panels of Figure 2 show that the zero offset of the relative
ion yield of Figure 1 and the structure below 42 eV can be attributed to excited Cl III in
the states (3s3p4)4P1/2,3/2,5/2; (3s23p3)2P◦1/2,3/2 and 2D◦3/2,5/2. By matching the positions of
the observed resonances and relevant shapes with the calculated ones in Figure 2, we can
identify the initial states originating most of the energy resonances in the spectrum, and
thus, benchmark the experiment and theory with each other.

The peak at 41.038 eV (labeled as 10 in Figure 1 and in Table 3) is correlated to the Cl
III 2P◦1/2,3/2 initial state. The most prominent resonance in the experimental spectrum at
45.280 eV (labeled as 15 in Figure 1 and in Table 3) can be correlated to the interference of
resonant structures from initial Cl III ions in states 4S◦ (panel b) and (3s3p4)4P (panels g
to i). Although the intensity does not appear to correspond, it should be noted that the
spectrum of Figure 1 is relative. In addition, the indeterminacy of the relative contributions
from all possible states could be an explanation for this disagreement. This is, for example,
the case for the lower-energy interval of the spectrum where resonance intensities predicted
by the theory do not match the experimental spectrum.
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Figure 2. (Color online) Calculated single-photon photoionization ion-yield spectrum of Cl III into
Cl IV (blue) in panels (b–i). The top panel (red) corresponds to the measured spectrum of Figure 1.
Subsequent panels present the σPI of the eight lowest levels of Cl III, ground (b) 3s23p3(4So

3/2) and
excited (c) 3s23p3(2Do

5/2), (d) 3s23p3(2Do
3/2), (e) 3s23p3(2Po

3/2), (f) 3s23p3(2Po
1/2), (g) 3s3p4(4P5/2),

(h) 3s3p4(4P3/2), (i) 3s3p4(4P1/2). The first five levels (b–f) show contributions to the observed
spectrum by the presence of resonant structures while the three excited levels of 3s3p4(4P) (g–i) show
lesser contributions.
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Figure 3. (Color online) Calculated single-photon photoionization (convolved with the Gaussian
profile of the experimental beam-width) ion-yield spectrum of Cl III into Cl IV (blue). The top panel
corresponds to the measured spectrum of Figure 1 (red). Panel (b) presents the summed features
from the convolved σPI of the lowest five initial levels of states 4S◦, 2D◦ and 2P◦ only. Panel (c)
corresponds to the sum σPI of the three 4P initial levels only.
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In the present theory, the experimental resolution was simulated by a convolution of
the theoretical data with a Gaussian function. Gaussian is an approximate profile. The
width of the convolution function was set to 10 meV, but was also reduced in some energy
regions to avoid dissolution of some resonances and match the experimental spectrum.
These could explain some differences in the resonances intensities. The observed resonance
at about 43.8 eV is not found in the predicted spectra of any of the five levels. However, a
weak structure can be seen close to the energy in the convolved sum of cross sections for 4P
in Figure 3 (the lowest panel). Apart from these considerations, the origin of this particular
resonance is unknown.

Often, the predicted resonant lines are suppressed and smeared by the experiment
beam width, which is not of a pure Gaussian shape. We note from the comparison of shapes
in the observed (panel a) and predicted (panel b) of Figure 3 that the main contributors to
the observed spectra came from the five lower-lying levels, 3s23p3(4So

3/2), 3s23p3(2Do
5/2),

3s23p3(2Do
3/2), 3s23p3(2Po

3/2), and a relatively small contribution from the three levels of
3s3p4(4P1/2,3/2,5/2). Good agreement between the observed and the predicted combined
spectra in (panel b) of Figure 3 is obtained.

6. Conclusions

A study of the single-photon photoionization of the Cl III ion was carried out with
two sophisticated approaches; an experimental approach using the high-resolution ALS
synchrotron at LBNL, and a theoretical approach using the powerful R-matrix method. In
addition to its fundamental interest, this ion is important because it has been detected in
the interstellar medium, and photoionization spectra can therefore provide information on
the physical condition and chemical evolution of astrophysical objects. In this experiment,
a relative-intensity ion-yield spectrum of Cl IVoriginating from the photoionization of Cl
III was measured with a photon energy resolution of 10 meV. The resulting spectrum
was complex, as a monotonically-increasing background signal with several overlapping
resonant structures was found. To interpret the spectrum, a relativistic, close-coupling cal-
culation using the Breit–Pauli R-matrix method was implemented. The resulting theoretical
spectrum predicts most of the observed resonant structures and the observed increase in
the non-resonant background.
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Abstract: This study reports on the absolute photoionization cross sections for the magnesium-like
Cl5+ ion over the 190–370 eV photon energy range, corresponding to the L-shell (2s and 2p subshells)
excitation regime. The experiments were performed using the Multi-Analysis Ion Apparatus (MAIA)
on the PLéIADES beamline at the SOLEIL synchrotron radiation storage ring facility. Single and
double ionization ion yields, produced by photoionization of the 2p subshell of the Cl5+ ion from the
2p63s2 1S0 ground state and the 2p63s3p 3P0,1,2 metastable levels, were observed, as well as 2s excita-
tions. Theoretical calculations of the photoionization cross sections using the Multi-Configuration
Dirac-Fock and R-matrix approaches were carried out, and the results were compared with the
experimental data. The Cl5+ results were examined within the overall evolution of L-shell excitation
for the early members of the Mg-like isoelectronic sequence (Mg, Al+, Si2+, S4+, Cl5+). Characteristic
photon energies for P3+ were estimated by interpolation.

Keywords: photoionization; atomic data; inner-shell excitation; chlorine ion

1. Introduction

Photon-driven excitation and ionization along the magnesium isoelectronic sequence
have long been of interest in experimental and theoretical investigations e.g., [1–18]. This
is not surprising, given the nature of magnesium-like systems with their simple closed-
subshell ground state configuration 2p63s2. The 1S0 ground state tends to make it a
relatively stable ion configuration in many plasma environments; therefore, from a theo-
retical point of view, photoionization calculations should focus mainly on the effects of
excited state configurations. However, this ideal picture largely fails in practice, as electron
correlations, e.g., two-electron excitations, turn out to be extremely important in this system,
leading to a significant departure from the simple one-electron excitation picture. Many
early investigations concentrating on the first ionization threshold energy region high-
lighted the complexity of such electron interactions, along with consequent demands on
appropriate theories, see e.g., [17] and the references therein. As short wavelength photon
interactions lead to inner-shell excitations, which couple with multiple excitations of the
valence electrons, photoionization calculations become even more challenging due to the
increased number of unfilled (sub)shells. Reliable photoionization laboratory investigations
of magnesium-like ions in the inner-shell excitation photon energy regime are therefore
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of continuing interest as they provide robust benchmarking opportunities for different
theoretical approaches.

Experimental and theoretical investigations of the photoionization of free atomic ions
are becoming ever more important, stimulated by the abundant data obtained from X-ray
satellite observatories such as Chandra and XMM-Newton. Future space missions such
as XRISM and Athena promise even greater sensitivity and higher spectral resolution.
Optimizing the value of astrophysical spectral observations, and the concomitant provision
of greater physical insights, requires improved theoretical modelling and simulation of
astrophysical plasma environments. The latter rely on fundamental atomic data, such as
those provided by ongoing systematic and complementary experimental and theoretical
investigations of the interaction of ionizing photons with free atomic ions. This is evi-
denced by the recent growth in laboratory astrophysics initiatives and associated data
banks [19–24].

In the absence of experimental results, much of the atomic photoionization data
exploited in modelling ionized environments has to rely on atomic physics calculations.
Investigations of isoelectronic magnesium-like ions (twelve bound electrons) provide
one important avenue for the calibration of different theoretical approaches. Along the
isoelectronic sequence from neutral magnesium through Al+, Si2+, P3+, S4+ to Cl5+ ions, the
increasing core charge leads to significant changes in the relative effects of the nuclear charge
versus electron–electron interactions on the photoionization properties. The sequence
provides an ideal case study to examine the ability of theoretical models to predict and
interpret these changes, which involve level crossing and plunging configurations [17].

Plasma-based light source experiments were successful in recording resonances and
ionization thresholds for early members of the magnesium sequence for both ground and
excited states, see, for example [1,5–7,25].

The biggest step, however, in the systematic investigation of the inner-shell photoion-
ization of positive ions in general has resulted from dedicated merged photon-ion beam
facilities at synchrotron radiation storage rings, notably, Daresbury (UK), SuperACO and
later SOLEIL (France), ASTRID (Denmark), ALS (USA), and PETRA III (Germany), see
e.g., [26–30] and the references therein. The great advantage of such merged beam experi-
ments is that they isolate specific ion stages and allow quantitative results to be obtained at
high spectral resolution. This often results in absolute cross sections for different ionization
channels, thereby providing the highest quality fundamental data for atomic and plasma
modelling, as well as for benchmarking the most advanced atomic theories.

Absolute cross sections for L-shell (2s and 2p) photoionization along the magnesium
series have been previously obtained through synchrotron radiation-based merged-beam
experiments for Al+ [9,31], Si2+ [10], S4+ [18], and Fe14+ [32], with the latter produced in an
electron beam ion trap. These experiments have been complemented by various theoretical
investigations. These investigations have interpreted the evolution of the observed reso-
nances in the early part of the sequence, showing that considerable changes in the relative
intensities and positions of resonances take place as the core charge increases along the
sequence. The L-shell single and double photoionization cross sections of magnesium itself
have been studied extensively using synchrotron radiation in high resolution experiments,
but only on a relative scale, see [16] and the references therein.

The next member of the sequence is Cl5+. Chlorine is an extremely reactive element,
appearing in many gaseous, liquid, and solid molecular forms of considerable scientific
and industrial significance. Similarly to all halogens, it is strongly oxidizing as it is one
electron short of the neighboring inert gas configuration. Chlorine ions play key roles in
many terrestrial and astrophysical environments; therefore, understanding their interaction
with radiation is important [33–38].

In this article, we report the first study of L-shell photoionization of magnesium-like
Cl5+ for photon energies between 190 and 370 eV, straddling the 2s and 2p inner-shell
excitation regimes. It is interesting to compare the success of the Multi-Configuration
Dirac Fock (MCDF) and the R-matrix theoretical treatments of Cl5+ with the success of
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the previous analogous treatments of S4+ [18]. Our results provide experimental absolute
photoionization cross sections for Cl5+, a comparison with the theoretical predictions
of both the MCDF and the R-matrix approaches, as well as insights into the evolution
along the isoelectronic sequence from Al+ to Cl5+. To the best of our knowledge, no such
photoionization data for P3+ is available in the open literature. From the observed trends
along the sequence, we estimated the values of some relevant characteristic energies for P3+.

2. Experimental Details

The experimental results for Cl5+ reported in this study were obtained using the
dedicated merged photon-ion apparatus, MAIA (Multi-Analysis Ion Apparatus), on the
ultra-high resolution soft X-ray (10 eV to 1 keV photons) PLÉIADES beamline at SOLEIL.
Well-characterized synchrotron photon and ion beams overlap, and the resulting pho-
toionization ions are selectively measured, providing cross section information for the
different ionization channels. An advantage of working with ions over neutral species is
that the number density in the overlap region can be determined. This allows the absolute
cross sections to be measured. A comprehensive description of MAIA, and how absolute
photoionization cross section results may be determined, is provided in [26]. Here we
provide a shorter description to include the specific experimental parameters used for the
Cl5+ investigations.

HCl gas was introduced into an Electron Cyclotron Resonance (ECR) ion source in
order to generate chlorine ions. The Cl5+ ions were extracted and accelerated by an applied
potential difference of −4 kV. They were then guided by a 900 bending magnet into the
overlap region to meet the counter-propagating synchrotron radiation beam. An input
power of 32 W at 12.36 GHz was used to optimize the production of Cl5+ ions. The magnetic
filter enabled the selection of the most abundant 35Cl5+ isotope. The ion current, measured
in a Faraday cup placed after the magnet exit, was of the order of 10 µA. This beam was
then focused and shaped to match the size of the counter-propagating photon beam. The
remaining current of ions interacting with the photons was typically of the order of 300 nA.
The length of the interaction region was determined by a 57 cm long tube placed in the path
of the two beams and polarized at a voltage of −2kV. Three transverse profilers, located at
the center and at both ends of this pipe, respectively, allowed measurement of the overlap
of the photon beam and the ion beam; a Form Factor [26] of 32,000 m−1 was reached. The
primary ion beam current was measured after the interaction region using a Faraday cup.
The photoionized ions, either singly ionized Cl6+ or doubly ionized Cl7+, were separated
from the primary Cl5+ beam by a second dipole magnet, selected in speed by an electrostatic
analyzer, and measured with a microchannel-plate detector coupled to a counter. A photon
chopper was used to subtract the contribution of ions produced by collisions in the residual
gas (background pressure of 1.5 × 10−9 mbar) to the Cl6+ or Cl7+ signal. The photon beam
flux was monitored by a calibrated photodiode, and a typical current of ~100 µA at 195 eV
photon energy and 150 meV bandwidth was measured. Knowing the photodiode current,
the Cl5+ ion current, the form factor characterizing the overlap of the two beams, the length
of the interaction region, the ion speed, and the efficiencies of the photodiode and channel-
plate detectors, and recording the Cl6+ and the Cl7+ signals as functions of the photon
energy, allowed the determination of the single and double absolute photoionization cross
sections of the Cl5+ ions. During the Cl5+ experiments, SOLEIL was operated with a current
of 450 mA. Circular left polarization, which delivers the highest flux in the photon range of
interest, was used. The photon energy, corrected for the Doppler shift due to ion velocity,
was calibrated using a gas cell containing argon, where the 2p3/2-> 4s transition in argon at
244.39 eV [39] was measured. The energy uncertainties were of the order of 20 meV, but
varied depending on the resonance (see tables). The total uncertainty of the measured cross
sections was estimated to be not greater than 15%, and was mostly due to the combined
effects of the inaccuracy of the determination of the beam overlaps (the form factor), the
efficiency of the detector, and the photon flux.
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The heating microwaves interacted directly with the electrons at the ion source through
the ECR mechanism, and a complicated range of processes involving energetic electrons
was responsible for producing the ions. The detailed electron energy distribution was not
known and the ECR ion source plasma was not in equilibrium [40]. A well-recognized
result is that in the merged beam technique, the ions in the interaction region can often
exist in excited states as well as the ground state [26–30]. The population of excited levels
depends on their lifetimes and whether they survive the journey from the source into the
interaction region. In general, this can be the case for metastable levels, some of which can
have relatively long lifetimes. We will see below how the issue of excited states for the
specific case of magnesium-like ions can be satisfactorily resolved.

3. Theoretical Details

For the recent analogous investigations of photoionization of S4+, we used two
quite disparate theoretical approaches—-MCDF and R-matrix theory [18]. We used the
same methods to predict and interpret the new Cl5+ results presented here. While long-
established and used to calculate many photoionization cross sections for a wide variety of
ion species, both methods are being continuously reviewed and improved. In the MCDF
approach, the twelve-electron magnesium-like ion is tackled directly. The quality of the
results critically depends on including the most relevant electron configurations, although
this is subject to calculational limitations. The R-matrix approach treats the magnesium-like
challenge as a problem of an incident electron scattering off the eleven-electron sodium-
like ion. Therefore, the quality of the final overall results depends on the accuracy of the
intermediate target description. In many cases, some of the thresholds of the target system
are already known, and this information can be used to help in the R-matrix approach.
This was indeed the case for S4+ [18], but not for Cl5+. It is therefore interesting to see how
the R-matrix code works for the latter when compared with the former. Both length and
velocity gauge calculations were carried out using both approaches, and very satisfactory
agreement was shown each time. Consequently, for the sake of brevity, only the length
gauge results are presented in this paper.

Because of the similarity of the computations for the Cl5+ system with those previously
carried out for the S4+ ion [18], we provide only brief descriptions of the R-matrix and MCDF
calculations. In order to focus on the problem at hand, viz., the L-shell photoionization of
Cl5+ and its behavior along the beginning of the magnesium sequence, we do not provide
lengthy mathematical descriptions to support the fundamental aspects of the theoretical
descriptions. Only the most important details are provided, i.e., those specific to the case
of Cl5+. For additional information on the more fundamental and mathematical aspects
of the MCDF and R-matrix theories, see the following recent references that will provide
didactic descriptors as well as extensive lists of anterior references, namely, [41–43] for
MCDF and [44–47] for R-Matrix.

3.1. R-Matrix Calculations

The calculational convenience of transitioning from Mg-like S4+ to Cl5+ is that the
electronic orbital and configurational descriptions are the same once proper Z-scaling is ac-
counted for. Previous R-matrix calculations for S4+ have been described in detail [18,48,49];
the changes for the new calculations of Cl5+ simply require adding one more proton to
the nucleus, while keeping the same number of electrons. Indeed, from simple Z-scaling
of the radial coordinate ρ = Zr, the radial orbital P(ρ)→ Z1/2P(r) , and the cross section
σ(Z) ∼ σ(1)/Z2, the plots of the corresponding radial orbitals P(r) (shown in Figure 1)
and the resultant photoabsorption cross sections are both remarkably similar. The Z-scaling
also naturally leads to a reduction in the electron correlation effect, manifested via the
electron–electron repulsion 1/

∣∣∣→r1 −
→
r2

∣∣∣ that scales as 1/Z and becomes less significant at

higher Z. Therefore, Cl5+ is expected to show a more hydrogenic structure than S4+. This
behavior is seen in Figure 1, where both sets of orbitals exhibit very similar patterns, with a
slightly greater localization of the orbitals near the nuclear core for Cl5+.
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Figure 1. Plots of radial orbitals Pnl(r) as a function of the radial coordinate r (in atomic units) used
in the present R-matrix calculations. The same orbitals are plotted using the same colour code for
both S4+ and Cl5+.

For the present Cl5+ work, the main series considered within the R-matrix formulation
are the 2s22p63l channels of Cl6+ and the 2s22p53s3l and 2s22p53s2 inner-shell channels.
Note that again, as for S4+, the 2s2p63s3p channels are omitted to keep the computation
tractable. This means that certain weak resonances, which are seen in the MCDF results,
will be absent. Nevertheless, the main 2p→ nd Rydberg resonance series are well featured
in the computed end results, and the weaker interspersed 2p→ (n + 1)s series and 2s→ np
series at higher photon energy are also included.

It can never be overstated that the primary source of uncertainty in any R-matrix
calculation is due to a lack of convergence in the initial and/or final state energies, given
that the calculation is based on a variational principle. This leads, in turn, to a corresponding
non-convergence of the photon transition energies. In order to simplify the comparison, we
present ab initio results for Cl5+ rather than using certain empirical energy information [50],
knowing in advance that certain energy shifts must be aligned with the experimental
results. Additionally, the R-matrix results are preconvolved with a resonance width of
Γspectator = 2.5× 10−3 Ryd for the spectator Auger decay process. This is to ensure the
full resolution of the various infinite Rydberg series of otherwise narrowing resonances
(Γparticipator ∼ 1/n3). Γparticipator refers to the resonance width of the participator Auger
decay in which the initially photon-excited electron engages in the Auger process. While in
contrast, this does not occur in spectator Auger decay.

As a final note, the R-matrix method does include the Fano interference [51] between
direct photoionization and indirect photoexcitation–autoionization. Therefore, asymmetric
profiles can be revealed in general. This is in contrast to perturbative methods, such as
the MCDF method, where the resonance is treated as a single final state, giving a Breit–
Wigner (symmetric Lorentzian) resonance profile added incoherently to the (uncoupled)
smooth background photoionization cross section. Hence, the asymmetrical profile of the
experimental results of the 2s→ np Rydberg series, in particular, can only be reproduced
by the R-matrix calculations here.

3.2. MCDF Calculations

An updated version of the MCDF code developed by Bruneau [42] has been used
to compute the relevant photoexcitation and photoionization cross sections. Calculations
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were performed using a full intermediate coupling scheme in a jj basis set. The calculations
were restricted to electric dipole transitions using both the Coulomb and the Babushkin
gauges, which correspond to the velocity and the length form of the electric dipole operator
in the non-relativistic limit, respectively [42]. Preliminary calculations were performed
to compute a set of one-electron wave functions resulting from the energy minimization
of the Slater transition state [52] using the following configuration set: [Ne]3snl, [Ne]3s,
and [F]3s2, and [He]2s2p63s2, where n = 3,. . . 7 and l = s, p, d, and where [He], [F], and
[Ne] mean 1s2, 1s22s22p5, and 1s22s22p6, respectively. This one-electron wave function set
(OWFS) was used to calculate the 2s and 2p photoexcitation cross sections from the 1S0 level
of the [Ne]3s2 ground configuration and from the 3P0,1,2 metastable levels of the [Ne]3s3p
configuration. With regard to the photoexcitation cross sections from the ground level, the
following photo-excited configurations were retained: [F]3s23d, [F]3s3p2, [F]3s2n’l’, and
[He]2s2p63s2nd, where n’ = 4,. . . , 7 and l’ = s, d. For the photoexcitation cross sections from
the [Ne]3s3p 3P0, 1, 2 metastable levels, the photo-excited configurations retained were:
[F]3s23p, [F]3s3p3d, [F]3s3pn’l’, [He]2s2p63s3p2, and [He]2s2p63s3pn’p. The initial OWFS
was also used to compute the autoionization rates for [F]3s23d and [F]3s23p/3s3p3d levels
photoexcited from the [Ne]3s2 1S0 ground level and the [Ne]3s3p 3P0, 1, 2 metastable levels,
respectively. The largest calculated autoionization rates were found for the [F]3s23d 1P1 and
3P1 excited levels, with corresponding Auger widths equal to 86 and 92 meV, respectively.
The Auger widths for the [F]3s23p excited levels were all lower than 3.6 meV. The direct 2p
and 3s photoionization cross sections were also calculated using the initial OWFS for the
[Ne]3s2 1S0 and [Ne]3s3p 3P0,1,2 initial levels. The 3p photoionization cross sections were
also computed for the [Ne]3s3p 3P0,1,2 levels.

4. Results

4.1. L-Shell Photoionization of Cl5+

This section presents the results for the single and double ionization of Cl5+ ions
over the photon energy range corresponding to the L-shell excitations (both 2s and 2p).
Figure 2 shows a schematic energy level diagram indicating some of the main ionization
pathways due to photon absorption in the L-shell excitation regime. In particular, it shows
excitation from the ground 2p63s2 1S, and the metastable 2p63s3p 3P levels which lie just
over 12 eV above the ground state (the vertical upward lines indicate photoabsorption).
The final inner-shell excited states shown lying above ~211 eV then give rise to Auger decay
resonances in the photoionization cross section. These can interact with the underlying
direct photoionization process, and the downward dotted arrows illustrate the ensuing
production of either Cl6+ or Cl7+ ions due such non-radiative decay process(es) of the
original 2p vacancy.

Figure 3 shows the measured photoionization cross section over the photon energy
region from 190 to 370 eV. The 285–320 eV photon region was not scanned as resonances
were not expected in this interval. All cross sections between 190 and 285 eV were measured
in the very dominant single ionization (SI) channel, while all the cross sections above
326 eV were measured in the double ionization (DI) channel (which becomes the dominant
channel above the 2p−1 ionization limit). We also show the results of the ab initio MCDF
and R-matrix calculations where the theoretically predicted resonances are folded with the
experimentally determined bandpasses for the different spectral regions. Because of the
weakness of the resonances near 200 eV and those above 320 eV, their cross sections (both
experimental and theoretical) were multiplied by a factor of ten, which accounts for the
apparent vertical displacements of the cross sections on the right-hand side of Figure 3.

We first discuss how we estimated the contribution of metastable levels to the overall
photoionization cross section. We then analyse the experimental cross section in comparison
with the MCDF and R-matrix predictions in separate contiguous energy regions correspond-
ing to changing photon interaction processes and taking into account the contribution due
to metastable levels.
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Figure 2. Schematic energy level diagram for Cl5+ showing excitation energies and ionization
thresholds. The vertical solid and dashed lines indicate absorption pathways for synchrotron radiation
(SR) photons, starting from the ground level 3s2 1S and the metastable 3s3p 3P levels, respectively.
The dotted lines show how the inner-shell excitations lead to single ionization (Cl6+) or double
ionization (Cl7+) channels.
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Figure 3. Photoionization cross section data, measured (black trace) and calculated using the R-matrix
and MCDF theories (red and blue traces, respectively) for Cl5+ for photon energies lying between
190 and 370 eV. The experimental data (labelled Exp.) are the single ionization below the photon
energy of 300 eV and the double ionization above the photon energy of 300 eV. The region around
200 eV corresponds with 2p excitations from the metastable 2p63s3p 3P levels. The resonances lying
to higher photon energies arise predominantly from 2p (and 2s) excitations from the ground state
2p63s2 1S0 level. The cross section values in both the 200 eV and above 320 eV regions are ×10 in
order to enhance visibility.
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4.1.1. Metastable Resonance Region

The important contribution of metastable levels to photoabsorption of plasmas con-
taining magnesium-like ions has been recognized in some early dual laser produced plasma
experiments [6]. These experiments showed that for Mg, Al+, and Si2+, the resonances aris-
ing from the 2p63s3p 3P levels appear in a separate photon energy region to the resonances
arising from the ground state [5,7]. This feature allows the estimation of the metastable
states population fractions by comparing the theoretically predicted cross sections from
these states with the measured ones at those photon energies. Similar advantageous
behavior was observed for S4+ [18], and was again the case for the current Cl5+ results.

In Figure 3, the photoionization resonances arising from the excitation from the 3P
metastable levels (2p63s3p 3P→ 2p53s23p 3S, 3P, 3D) can be seen in the 195–201 eV photon
energy region, well separated from the ground state resonances lying above 220 eV photon
energy. We can estimate the relative populations of the metastable levels by comparing the
experimental data with the MCDF and R-matrix predicted cross sections. Figure 4 shows
details of the measured cross section due to the metastable levels and the comparative
cross sections from both the MCDF (blue line) and the R-matrix (red line) calculations. The
detailed comparison of the relative strengths of the individual resonances is determined
by the relative populations of the individual 3P0,1,2 J-levels. The summation of the cross
section over all the resonances depends on the relative metastable to ground state ratio. The
best fit of the theoretical with experimental data implies relative populations of 77% 1S0 +
4% 3P0 + 1% 3P1 + 18% 3P2. As for S4+, the very low contribution of the 2p63s3p 3P1 state
is readily explained by its E1 radiative decay lifetime of ~2.6 µs [52], which contributes
to significantly repopulating the ground state by the time the fast (3.23 × 105 ms−1) Cl5+

sample ions reach the interaction zone. These relative population factors are used in all
future figures where we compare the experimental data with the theoretical predictions.
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Figure 4. Experimental (single ionization) and scaled theoretical photoionization cross sections of
Cl5+ in the 195–201 eV photon region. The observed resonance structure corresponds to 2p excitations
from the metastable 2p63s3p 3P to 2p53s23p 3S, 3P, 3D levels. The relative ground and 2p63s3p 3P
metastable level populations are derived from fitting the theoretical MCDF (blue) and R-matrix
(red) cross sections, shown here after convolution with a Gaussian profile of 110 meV FWHM and
shifted by −0.54 eV meV and −0.64 meV, respectively, to the experimental data (black line with
superimposed statistical error bars).
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It should be noted that in comparing the experimental data of Figure 4 with theory, the
ab initio MCDF predictions were shifted by −0.54 eV, while the ab initio R-matrix results
were shifted by −0.64 eV. The integrated cross sections over the metastable resonances,
taking into account the relative populations, were: experimental data (2.9 ± 0.4 Mb.eV),
MCDF (2.36 Mb.eV), and R-matrix (2.91 Mb.eV). In Table 1, we show experimental and
theoretical (both R-matrix and MCDF) resonance energies, together with resonance line
strengths (cross section integrated over a single resonance profile) and assignments for the
structures in the 195 eV to 200 eV photon energy region arising from inner-shell excitations
of the valence-excited metastable 3P levels. The assignments are based on best intensity
and energy position matchings of the observed resonances and the MCDF predictions.

Table 1. Experimental energies, theoretical energies, line strengths, and assignments in LSJ notation
(based on MCDF results) for Cl5+ resonances in the 195 eV–200 eV photon energy range, arising from
2p→ 3s inner-shell excitations from the valence-excited metastable 2p63s3p 3P0,1,2 states.

Energy (eV)/Strength (Mb.eV)
Experimental * R-Matrix MCDF Assignment

195.66(4)/0.09(2) 196.61/0.083 196.84/0.064 3P2-3S1

195.95(3)/0.15(3) 196.83/0.074 197.05/0.064 3P0-3S1

197.29(2)/0.85(13) 198.20/0.864 198.13/0.700 3P2-3D3

197.54(4)/0.09(2) 198.47/0.118 198.38/0.036 3P1-3D2

198.12(3)/0.27(4) 199.04/0.268 198.97/0.211 3P0-3D1

198.31(4)/0.28(5) 199.24/0.076 199.10/0.273 3P2-3P2

199.09(4)/0.07(3) 200.04/0.054 199.94/0.048 3P2-3D1
199.33(4)/0.09(2) 200.18/0.013 200.08/0.012 3P1-3D1

199.49(4)/0.11(2) 200.25/0.028 200.15/0.024 3P0-3D1

199.59(2)/0.47(8) 200.51/0.478 200.36/0.306 3P2-3D2

200.57/0.252 200.47/0.156 3P2-3P1

199.97(5)/0.05(2) 200.79/0.067 200.68/0.50 3P0-3P1

* The number in brackets is the experimental uncertainty on the last digit, i.e., 195.66(4) eV is the same as
(195.66 ± 0.04) eV. The same convention is used for all the data presented in this column.

4.1.2. 2p→ 3d Excitation Region

The dominant resonance structures observed between 235 and 240 eV in Figure 3
are due to the expected 2p–3d excitations, accompanied by considerably weaker 2p–ns
resonances. These are shown in detail in Figure 5. The relative strengths of the indi-
vidual resonances within this group vary considerably as one progresses from neutral
magnesium toward Cl5+. The detailed spectroscopic assignments of the corresponding
resonances for the early members of the sequence have given rise to considerable early dis-
cussions [1,2,5,16], with the labelling to some extent depending on the particular theoretical
approach. This is not surprising because, as previously noted in Section 3., considerable
challenge arise in the theoretical calculations due to the complexity associated with multiply
excited outer electron configurations combining with the inner-shell excited 2p (or 2s) hole.
Further complexity arises from the nominally closed shell ground state of 3s2 1S0 mixing
with configurations such as 3p2 [5,9,10]. The theoretical calculations indicate that some
of the weaker resonances in Figure 5 can be attributed to such electron correlation effects
between energetically close-lying, multiply excited states.

As can be seen in Figure 5, the R-matrix results mimic the experimental data in this
region somewhat better than the corresponding MCDF predictions, however, only by a
small amount. Both theoretical approaches require systematic energy shifts in order to
bring the strongest resonances into approximate agreement with the experimental data
(MCDF and R-matrix shifts of −0.46 eV and −1.86 eV, respectively). When compared with
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the experimental data, the R-matrix relative strengths of the main resonances are some-
what underestimated, while the energy separation of the strongest resonances is slightly
overestimated (typically by an amount of less than 0.5 eV) in the MCDF calculations. For
the latter approach, the use of an even more extended set of ground state and photoexcited
configurations would likely improve the value of this energy separation, via both improved
OWFS and description of ground and excited state correlations. This relatively minor
improvement would require significant additional computational efforts, which were not
available to the authors. The cross sections integrated over the photon energies of the
spectral region of Figure 5 are: experimental data (129 ± 19 Mb.eV), MCDF (111.2 Mb.eV),
and R-matrix (118.9 Mb.eV), respectively.
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Figure 5. Photoionization cross sections for Cl5+ in the photon energy region corresponding to
2p→ 3d excitations: experimental data (single ionization, black trace), MCDF (blue), and R-matrix
(red) theoretical predictions, respectively. The theoretical predictions are folded with the experi-
mental bandpass (Gaussian profile of 50 meV FWHM) and weighted according to semi-empirically
determined population percentages (see text). The MCDF and R-matrix theoretical predictions are
shifted by −0.46 eV and −1.86 eV, respectively.

4.1.3. Region of 2p→ nd Excitations

Figure 6 shows the corresponding comparisons for the experimental and ab initio
theoretical predictions for the resonances in the 2p → nd (n > 3) photon energy region.
The systematic energy shifts required to bring the theoretical predictions into approximate
agreement with the experimental data were +0.97 eV for the MCDF and a larger shift of
−4.36 eV for the R-matrix calculations. The integrated cross sections over the spectral region
covered by Figure 6 were in good agreement, and were: experimental data (87 ± 13 Mb.eV),
MCDF (71.8 Mb.eV), and R-matrix (85.4 Mb.eV), respectively. Both the R-matrix and MCDF
results suggest that the strong resonance feature observed at 282.66 eV likely corresponds
with the first member (n = 3) of the 2s→ np 1P1 series. Numerical fitting of the Rydberg
series for the 2p→ nd series using the basic En = Ip − 13.6 × 62

(n−δ)2 hydrogenic quantum defect

formula (in eV) led to values of 299.6(2) eV and 0.22(1) for the (2s22p53s2) 2P ionization
limit Ip and quantum defect δ, respectively. In the experimental conditions, it was not
possible to reliably access the energy values of the two fine-structure limits 2P1/2,3/2. The
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comments in Section 4.1.2 about the use of more extended OFWS and configuration sets
are also applicable here.
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Figure 6. Photoionization cross sections for Cl5+ in the photon energy region corresponding to
2p→ nd excitations: experimental data (single ionization, black trace), MCDF (blue), and R-matrix
(red) theoretical predictions, respectively. The theoretical predictions are folded with the experimen-
tal bandpass (Gaussian profile of 190 meV FWHM) and weighted according to semi-empirically
determined population percentages (see text). The MCDF and R-matrix theoretical predictions are
shifted by +0.97 eV and −4.36 eV, respectively.

4.1.4. Region of 2s→ np Excitations

Above the 2p53s2 2P limit, we observed a regular series of relatively weak resonances,
analogous in shape to those previously observed [18] for S4+. As experimental absolute
cross sections were not available here, the data were instead normalized to the theoretical
cross sections, as shown in Figure 7. The strongest resonance lay at ~330 eV, identified as
the 2s→ 4p member of the series. The most striking feature of the resonances in this region
was the strongly asymmetrical Fano profiles due to the strong autoionization interaction
with the underlying continua. As noted in Section 3.1, the R-matrix calculation includes
the Fano interference between the resonance and the underlying continua, and mimics
rather well the observed asymmetric profiles. Hydrogenic extrapolation (see previous
paragraph) of the experimental 2s→ np series led to the best fit values of 373.2(6) eV and
0.70(1) for the 2s 2S1/2 ionization threshold energy and quantum defect of the 2snp 1P1
levels, respectively.

In Table 2, we gather together the experimental measurements and the corresponding
theoretical predictions for all resonances observed between 225 and 370 eV, most of which
have been shown in detail in Figures 5–7. Table 2 shows that the vast majority of the
observed resonances are reasonably accounted for by both theories in terms of resonance
energy, strength, and width. In addition, the supernumerary low-intensity peaks seen in
Figure 5 are readily interpreted as transitions from the 2p63s3p 3P0,2 metastable states to
3S,3 D states of the multiply excited 2p53s3p3d configuration. This is consistent with our
interpretation of the 195 eV–201 eV low-energy photon region (see Section 4.1.1).
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Figure 7. Photoionization cross sections for Cl5+ in the photon energy region corresponding to
excitations from the 2s inner-shell: MCDF (blue) and R-matrix (red) theoretical predictions, and
experimental data (double ionization, black trace) normalized to the theoretical curves. The theoretical
predictions are folded with the experimental bandpass (Gaussian profile of 340 meV FWHM) and
weighted according to semi-empirically determined population percentages (see text). The MCDF
and R-matrix theoretical predictions are shifted by +1.0 eV and −7.0 eV, respectively.

Table 2. Experimental and theoretical (MCDF and R-matrix) energies, as measured line strengths
and, where available, Auger widths for the Cl5+ resonances due to 2p→ nd and 2s→ np inner-shell
excitations from the 2p63s2 1S0 ground state. Where identifiable from the output of the MCDF theory,
the dominant electron configuration and leading LSJ character of the final state of the resonance is
given in the outermost right column.

Energy (eV)/Strength (Mb
eV)/Auger Width (meV) *

Experimental **

Energy (eV)/Strength (Mb
eV)/Auger Width (meV) *

R-matrix

Energy (eV)/Strength (Mb
eV)/Auger Width (meV) *

MCDF
Assignment (MCDF)

225.28(3)/4.0(7)/x 226.77/3.94/x 224.78/5.06/x 2p53s3p2 3D1

226.56(7)/0.7(4)/x 228.08/0.63/x 225.93/6.57/x 2p53s3p2 3P1

230.03(7)/0.9(4)/x 231.91/1.07/x

231.01(3)/2.9(6)/x 232.88/2.75/x 231.25/1.32/x 2p53s3p2 3P1

231.93(4)/2.2(5)/x 233.80/2.12/x

232.49(7)/0.8(4)/x

233.05(5)/1.2(4)/x 235.18/0.19/x

233.64(10)/0.5(4)/x

234.26(4)/2.4(5)/x 234.48/2.83/x 2p53s3p3d 3D3

234.73(6)/1.0(4) /x

235.98(2)/26(4)/51(4) 237.81/29/37 236.01/39.8/45 2p53s23d 3D1

236.35(3)/1.1(4)/x

236.54(3)/1.5(4)/x

236.71(3)/9(2)/158(65) 238.69/20.3/134 236.97/28/92 2p53s23d 3P1

237.27(3)/2.2(3)/x

237.34(3)/4.7(8)/x 237.73/5.5/x 2p53s3p3d 3D2***

237.49(4)/0.5(4)/x
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Table 2. Cont.

Energy (eV)/Strength (Mb
eV)/Auger Width (meV) *

Experimental **

Energy (eV)/Strength (Mb
eV)/Auger Width (meV) *

R-matrix

Energy (eV)/Strength (Mb
eV)/Auger Width (meV) *

MCDF
Assignment (MCDF)

237.66(3)/4.8(8)/x 238.16/2.7/x 2p53s3p3d 3D3***

238.01(3)/2.3(5)/x 238.45/1.72/ x 2p53s3p3d 3D1***

238.61(2)/78(12)/46(2) 240.58/58.1/69 239.46/42.6/86 2p53s23d 1P1

240.26(4)/2.0(5)/x 240/2.24/x 2p53s3p3d 3S1***

240.47(7)/9(4)/x

251.98(2)/1.5(2)/x 255.97/1.9/ 87 251.10/1.0/x 2p53s24s 3P1

253.55(2)/1.4(2)/x 257.51/1.8/87 252.71/0.8/x 2p53s24s 3P1

265.33(3)/13(2)/x 269.73/12.2/59 264.36/14.0/x 2p53s24d 3D1

266.88(3)/21(3)/x 271.18/17.9/53 265.96/21.8/x 2p53s24d 3P1

278.01(3)/4.1(7)/x

278.75/8.5(1.3)/x 276.98/9.09/x 2p53s25d 3P1

280.05(3)/8.4(1.3)/x 278.56/7.57/x 2p53s25d 3P1

282.66(3)/6.5(1.0)/x 282.60/21.9/x 2s2p63s23p 1P1

329.6(1)/x/x 336.88/x/x 328.85/4.27/x 2s2p63s24p 1P1

346.7(1)/x/x 353.38/x/x 345.47/1.77/x 2s2p63s25p 1P1

355.3(1)/x/x 362.03/x/x 353.69/0.88/x 2s2p63s26p 1P1

360.4(1)/x/x 366.67/x/x 358.38/0.49/x 2s2p63s27p 1P1

* The symbol x indicates partial absence of data for that entry. No entry at all means that there are no data available.
** The number in brackets is the experimental uncertainty on the last digit of the data, i.e., 235.98(2)/26(4)/51(4) is
the same as (235.98 ± 0.02) eV/(26 ± 4) Mb.eV/(51 ± 4) meV. The same notation convention is used for all the
data presented in this column. *** These resonances are due to 2p→ 3d excitations from the initial 2p63s3p 3P0,2
metastable states.

4.2. Evolution along the Mg-like Sequence

Studies of isoelectronic sequences of atomic energy levels [53] and absorption oscillator
strengths (f-values) [54], line strengths or cross sections are of fundamental interest. New
atomic data can be inferred from isoelectronic sequences via the interpolation/extrapolation
to neighboring atoms and ions of sets of f -values/energies exhibiting smooth and sys-
tematic variations. Further, trends along isoelectronic sequences are also of great general
interest because a smooth trend can be modeled using Z-dependent perturbation theory.
Irregular, non-monotonic trends are also known to occur, and are commonly related to the
crossing of levels of correlation–mixed states from interacting electronic configurations or
spin–orbit mixed states [55]. The magnesium spectrum is a case in point for correlation
mixing due to the strongly perturbing effects of the 3p2 configuration on the 3s3d config-
uration as well as over the entire 3dns series indeed. As pointed out in the introduction,
these effects are found to persist in the presence of a 2p vacancy. Therefore, it is interesting
to view the Cl5+ results within the overall context of the magnesium isoelectronic sequence.

Figure 8 provides a full view of both the single and double experimental photoioniza-
tion cross sections, measured in synchrotron radiation-based, merged-beam experiments,
including Al+ [9] (ASTRID), Si2+ [10] (SuperACO), S4+ [18] (SOLEIL), and Cl5+ (SOLEIL,
this study). Although it is not possible to make detailed and/or quantitative intercompar-
isons between the four traces of Figure 8 due to their very different photon energy ranges
with associated different spectral dispersions (determined by the beamline instrumenta-
tion), as well as the choice of experimental monochromator bandpass(es), the following
qualitative remarks can be made. As expected, the resonance structures shift markedly to
higher energies as the nuclear charge increases. The corresponding trends are explored in
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greater detail below for selected transitions. Progressing along the series, the progressive
discretization of the SI resonance structure (i.e., mostly the 2p53s2nd resonances) into a
seemingly hydrogenic Rydberg series for Cl5+, as well as the concomitant redistribution of
the line strengths into the first 2p53s23d series member, are apparent.
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Figure 8. Single (red) and double (blue) photoionization cross sections for the magnesium-like
ions Al+ [9], Si2+ [10], S4+ [18], and Cl5+ [this study] in the photon energy region corresponding to
L-shell excitations.

In order to better visualize and characterize the main features of isoelectronic evolution,
Figure 9 shows the total cross sections for the ions Al+ to Cl5+; however, these are displayed
on modified photon energy scales so that the resulting spectra line up for better inter-
comparison. To accomplish this, the energy scales are multiplied by appropriate numerical
factors and suitably shifted so that the main 2p→ 3d and 2p→ 4d resonance structures
line up (i.e., the same 2p→ 3d, 2p→ 4d energy difference is maintained for the four ions)
below each other. It is clear from Figure 9 that for S4+ and Cl5+, the overall resonance
structures are very similar. This confirms that by S4+, the increased core charge has become
the dominating factor, simplifying the spectra as they become more hydrogenic in character.
For the early members of the sequence, the 2p→ 3d structures show considerable changes
as we move from Al+ to S4+: the supernumerary resonances to the lower energy side of
the 2p→ 3d group, in particular, are strong for Al+, weaker for Si2+, and much weaker
for S4+ and Cl5+. This shows the rapidly diminishing effects of the main 2p53s

(
3p2) series

perturber (see above).
Table 3 shows the main energy level and strength data (resonance energies and inner

ionization thresholds) for all the early members of the sequence including magnesium.
Where necessary, explanations regarding the origin of some data entries are provided in
the footnote of Table 3. We plotted this data in two different ways in order to establish
isoelectronic trends and interpolate with the missing P3+ ion.
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Figure 9. Photoionization cross sections for the magnesium-like ions Al+ [9], Si2+ [10], S4+ [18] (sum
of the single and double ionization channels) and Cl5+ (this study: single ionization below or double
ionization above the photon energy of 300 eV) in the photon energy region corresponding to L-shell
excitations, with modified photon energy scales (see text).

Table 3. Top line: Experimental energy (eV), middle line: Non radiative (NR) width (meV), and
bottom line: Strength (Mb eV) for the strongest 2p→ 3d 1P1, 3D1,3 P1 resonances, energy of the
2p limit (eV), and experimental energy of the 2s→ 3p 1P1 resonance along the magnesium-like
sequence. Experimental data and their references are provided for all members of the sequence up to
Cl5+, apart from P3+, for which interpolated values are deduced. The symbol x indicates that data are
not available. The number in brackets is the experimental uncertainty on the last digit of the data, i.e.,
55.492(1) is the same as (55.492 ± 0.001) etc. The same convention is used for all the data presented in
this table where error values are available.

Atom/Ion 2p→3d
1P1

2p→3d
3D1

2p→3d
3P1

2p Limit 2s→3p
1P1

Mg I
55.492(1) 55.677(1) 55.838(1) 57.658(2) e x

4.6(9) 5.0(1) 8.2(4)
x x x

Al II
84.99(2) 85.36(2) 85.57(2) 91.75(15) c 121.5(5)

x x x
5.6 b 0.54 b 1.5 b

Si III
117.6(1) 118.1(1) 118.8(1) 133.5(1) c 155.7(4)

x x x
37(7) b 17(3) b 5(1) b

P IV (present work) a
154.4 153.9 154.7 180.5 193.6

x
x

x
x

x
x

S V
194.88

51
46(7) b

192.74
47

32(5) b

193.42
149

13(2) b
237.35 c 235.4

Cl VI (present work)
238.61(2)

46(2)
68(10) b

235.98(2)
51(4)

26(4) b

236.71(3)
158(65)
9(2) b

299.6 d 282.66

a For P IV, the entries are obtained by interpolation of the isoelectronic plots of Figure 10 and italicized for clarity.
b Not corrected for possible contributions of metastable states. c Values estimated from the experimental photon
energy of the onset of double ionization. d From hydrogenic fit (see text). e Statistically averaged over the 2P1/2
and 2P3/2 components.
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Figure 10. Photoionization cross sections for the magnesium-like sequence Al+ [9], Si2+ [10], S4+ [18]
(sum of the single and double ionization channels) and Cl5+ (this study: single ionization below, or
double ionization above, the photon energy of 300 eV) in the photon energy region corresponding to
L-shell excitations. No experimental data as yet exist for P3+. The scale ticks on the right-hand side
indicate the net core charge of the ion. The energies of the strongest 2p→ 3d resonance (red triangles),
the 2s→ 3p resonance (blue stars), and the 2p−1 threshold (green diamonds) are shown for each
ion. The data are accurately represented by 3rd-order polynomial fits (red-, blue-, and green-colored
broken lines, respectively), yielding the corresponding photon energies for P3+ by interpolation.

Firstly, as shown in Figure 10, the cross section data (represented to scale for all the
ions where electronic data are available) are displayed as a function of photon energy, and
parametrically, as a function of the net core charge ζ seen by a Rydberg electron (ζ = 1
for Mg, ζ = 2 for Al+, etc. . . ). The spectra are shifted vertically from one to the next by an
arbitrary amount of 100 Mb for clarity. The three curves in Figure 10 show the movement
of the strongest 2p→ 3d (the energy differences between the three possible final states of
Table 3 are too small to be seen in Figure 9) and 2s→ 3p resonances, and the 2p ionization
threshold as the net core charge increases from one to six. Noting the very smooth evolution
of the curves along the sequence, the data are very accurately represented by 3rd-order
polynomial fits (red-, blue- and green-colored broken lines, respectively), it seems justified
to derive results for the missing member P3+ by interpolation, we show the corresponding
data in Table 3.

We note that for the first four members, the 2s→ 3p resonance is found at energies
above the 2p threshold. For a value of the net core charge close to five (vicinity of S4+), this
situation is reversed. This is discussed in greater detail below.

Secondly, we examine the isoelectronic trends of characteristic (resonance and thresh-
old) energies and absorption oscillator strength, as shown in Figure 11a,b, respectively.
Figure 11a plots the E2p→3d and E2s→3p transition energies divided by the net core charge,
referred to the energy value of the first inner limit 2p53s2 2P

(
E2p
)
, divided by the net

core charge (ζ), i.e.,
(

E2p → 3d − E2p

)
/ζ and

(
E2s → 3p − E2p

)
/ζ, respectively. The energy

differences between the three possible final states 1P1, 3D1,3 P1 are too small to be seen in
Figure 11a. Further relevant data in the form of the theoretical 2s−1 threshold energies
taken from [56], referred to the 2p−1 threshold in the same manner, are also included in
Figure 11a.
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Figure 11. Isoelectronic plots for selected L-shell transitions and thresholds along the magnesium
electronic sequence. (a) Transition and threshold energies (in eV) relative to the 2p limit, divided
by the net core charge (spectral roman number) for the first six members of the sequence (the
experimental data for P IV is unknown). (b) Absorption oscillator strength plotted as a function of
1/Z for the 2p→ 3d 1P1, 3D1,3 P1 transitions. Further details for both plots are given in the text. The
solid lines joining the points in both plots are cubic-spline numerical fits to guide the eye more easily
through the data.

From Figure 11a, we observe a regular (linear) series behavior for the 2p53s23d average
term energy, while for both the 2s2p63s23p 1P1 and the 2s−1 threshold energies, the series
behaviors are clearly non-linear, although smooth. Notably, the energy position of the
first member of the asymmetric profile 2s→ 3p 1P1 excitation moves closer to the 2p−1

threshold as the core charge increases, and drops just below and well below the 2p−1

threshold for S4+ [18] and Cl5+, respectively. This crossing of the 2p−1 threshold by the
2s2p63s23p 1P1 state is accompanied by a noticeable change from a Fano to a Lorentzian
profile and a prominence of the resonance in the single ionization channel only. As one
moves further up the sequence, this downward movement toward the 2p−1 threshold
(and finally below) is expected to be replicated for the higher members of the series (n > 3).
We note the similarity of this behavior with the previously observed behavior for the
2s→ np transitions in the neon-like sequence [57]. This suggests a lesser role played by
the aforementioned (3s2 + 3p2 + 3d2) correlations on the 2s→ 3p transition compared
with the 2p→ 3d for the early members of the Mg-like sequence. If we interpolate the
data for P3+ from Figure 11a, we obtain the values 154 eV (2p-3d) and 195 eV (2s-3p), which
compare favorably with the corresponding predictions from Figure 10, as shown in Table 3.
The value of the 2p−1 threshold for P3+, which is needed to obtain the data just quoted, was
estimated from [58] to be (183± 1) eV. This is in reasonable agreement with the interpolated
value shown in Table 3.

In Figure 11b, we plot the oscillator strengths fi → j for the 2p→ 3d 1P1, 3D1,3 P1 tran-
sitions obtained from the integrated cross sections (in Mb eV) shown in Table 3, using the
standard equation

∫
line σ(E)dE = 109.8 fi→j

∫
line Φij(E)dE, where Φij is the normalized line

profile as a function of 1/Z, where Z is the atomic number. Correction factors of 0.95, 0.975,
0.78, and 0.77 were applied to the Al+, Si2+, S4+, and Cl5+ strength values, respectively, in
Table 3 to take into account the different initial ground state populations. The curves for the
2p→ 3d 3D1,3 P1 transitions are seen to present a maximum (near S4+), which is character-
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istic of series where configuration interaction effects are known to be important [55]. This is
fully compatible with our previous discussions regarding the effects of the (3s23d + 3s3p2)
mixing along the magnesium sequence. As the nuclear charge increases, the oscillator
strength transfers into the fully LS allowed 2p1S0 → 3d 1P1 transition, in tandem with the
weakening of the configuration interaction effects discussed above.

5. Conclusions

The development of the storage ring-based, merged-beam technique has allowed the
systematic study of inner-shell photoionization for extended isoelectronic sequences. For
magnesium-like ions, the current results extend the sequence up to Cl5+. The similarity of
the S4+ and Cl5+ ion yields implies that the photoionization behavior settles down when
compared with earlier members of the sequence. The new experimental results for Cl5+

are compared with ab initio MCDF and R-matrix calculations. Differences between the
experimental data and the theoretical predictions underscore the importance of the ongoing
benchmarking of theory. While the relative energies and strengths of resonances are reason-
ably predicted by theory, it is clear that significant systematic energy shifts are required
to bring the theoretically predicted resonance structures into reasonable coincidence with
experimental data. Interpolation of the results along the sequence provides estimates for
the energies of the 2p–3d and 2s–3p resonances and the 2p−1 and 2s−1 thresholds for the
P3+ ion, which have not yet been experimentally studied.
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Abstract: A review of experimental studies of the measurement of the photoionization cross-section
for the excited states of the alkali atoms, alkaline earth atoms, and rare-gas atoms is presented,
with emphasis on using multi-step laser excitation, ionization, and the saturation technique. The
dependence of the photoionization cross-section from different intermediate states populated in
the first step and ionized in the second step are discussed, including results on the photoionization
cross-sections measured above the first ionization threshold. Results based on different polarizations
of the exciting and the ionizing dye lasers are also discussed. Examples are provided, illustrating
the photoionization cross-sections measured using thermionic diode ion detector, atomic beam
apparatus in conjunction with a time-of-flight mass spectrometer and DC/RF glow discharge cell as
an optogalvanic detection.

Keywords: photo-absorption; photoionization cross-sections; autoionizing resonances; saturation
technique; optogalvanic; atomic beam; time-of-flight mass spectrometry

1. Introduction

Photoionization of atoms is one of the most fundamental processes in the interaction
of radiation with matter that plays an important role in different fields of research. In
particular, photoionization from the excited states has numerous applications in the stellar
atmospheres, controlled thermonuclear research plasma, radiation protection, laser design,
and radiative recombination. Therefore, accurate measurement of photoionization cross-
sections from the excited states of atoms is a much more stimulating mission. Photo-
excitation, photo-ionization, and recombination processes are occurring naturally all the
time due to the radiation matter interaction, in the presence of the radiation emitted by
the Sun. Since all the elements listed in the Periodic Table possess specific electronic
configurations, electrons occupy different shells, and therefore the atoms in the ground
state can be promoted to the excited states due to the photo-absorption process. However,
if high energy radiation of (>10 eV) is available, then the outermost bound electron can
be detached, resulting in a decomposition of atoms into ions and free electrons; a process
termed photoionization.

Atom + hν → ion + e−.

Hydrogen is the simplest one-electron system, the electron from its ground state
(1s 2S1/2) can be promoted to the first excited state (2p 2P1/2,3/2) via a dipole transition
in the presence of 10.2 eV (121.57 nm) radiation. The interaction of radiation of energy
13.606 eV (911.36 nm) with the hydrogen atoms yields photoionization, depending on the
energy density of the available radiation source, since one photon can only excite/ionize
one atom. Since the dipole selection rules for excitation from the ground state limit the
parity of the excited levels, therefore, only selected processes can be investigated. The
advent of tune-able dye lasers has opened up vast possibilities to populate an excited state
with a well-defined quantum number and then to excite or ionize atoms via multistep or
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multiphoton excitations. Thus, with monochromatic radiation of much higher intensity,
ionization can be achieved through an intermediate state:

Atom (ground state) + hν→ atom (excited sate) + hν→ Ionization + e−

Thus, hydrogen atoms from the ground state (1s 2S1/2) can be promoted to the
(2s 2S1/2) state via a two-photon excitation in the presence of laser radiation at 243.14 nm.
The situation is different in the case of the two-electron system. The helium atoms in the
ground state (1s2 1S0) can be promoted to the first excited state (1s2p 1P1) in the presence
of the 58.43 nm radiation and photo-ionized by the 24.212 eV (51.21 nm) radiation; He+

(1s 2S1/2) plus a free electron in the εp continuum. The ground state of all the alkali atoms is
the same as that of hydrogen, whereas that of alkaline earth is similar to helium. Therefore,
the excited states as well the ionization fragments will be identical. As the atoms are excited
to the higher principal quantum number levels, the successive energy difference between
the Rydberg levels decreases (~2R/n3), where R is the Rydberg constant (13.606 eV) and n is
the principal quantum number. The intensities of the Rydberg series also decrease as (1/n3)
due to varying spatial overlap of the wave functions between the lower and the excited
levels. Consequently, there is a natural limit up to which the highest member of a Rydberg

series (n~740) can be experimentally measured, ( n ∼ 3

√(
4π R τ

h

)
), limitations due to the

decreasing successive energy difference between the highly excited states and the lifetime
or the widths of the spectral lines (∆E ∆t = h

2π ). Near the ionization threshold, numerous
unresolved Rydberg levels exist that give rise to a sudden jump in the photo-absorption
spectrum, which then monotonically decreases as the energies of the photons surpass the
first ionization potential. Thus, one can measure the photoionization cross-section at the
ionization threshold of any atom provided a suitable ultraviolet radiation continuum source
is available. The intensity of an emission line due to an electric dipole transition from an
upper level at energy Eu to a level at energy El is represented by Cowan [1], Axner et al. [2],
Demtroeder [3], and Nahar and Paradhan [4]:

Iem =

(
hν

4π

)
Aul Nu ,

where Nu is the total number of atoms in the upper level, hν is the energy of the emitted
photon, and Aul is the Einstein coefficient, which is related to the lifetime of the upper level.
Thus, the higher the population of the upper level, the higher the intensity of the spectral
line will be. The situation is slightly different in the case of absorption from a lower level to
an upper level, as a source of radiation is required to induce the absorption process. The
intensity Iabs transmitted through a vapor column of length L is represented as:

Iabs = I0[1− exp(−σa n L] ∼= I0 σa n L,

where I0 is the intensity of the incident radiation beam, n is the number density in the
lower level, L is the length of the uniformly distributed sample and σa is the absorption
cross-section. The difference between photo-excitation and photo-ionization is that in the
former case the excitation is to a discrete state, whereas in the latter case the final state
is a continuum channel. The transition probability is governed by the dipole transition
moment. The probability of photoionization of atoms to ionic states is proportional to
the photoionization cross-section, governed by a dipole transition between the initial and
final state. The photo-ionization cross-section is proportional to the sum of the squares
over all the available final states. In the dipole transitions, the angular momentum and
parity selection rules are strictly followed; (` f = `i ± 1), and even to odd or odd to
even). Ionization from a specific subshell to various continuum channels are; ns→ εp ,
np→ εs, εd and nd→ εp, ε f . Furthermore, the transitions following the ( ` f → `i + 1)
selection rule are more probable, possessing higher intensities. The photoionization cross-
section is usually much higher near the ionization threshold, and it decreases monotonically
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by increasing the photon energy above the first ionization threshold. The situation is even
more interesting when the experiments are performed at photon energies much higher
than the ionization potential. In hydrogen, the photoionization cross-section is maximum
at the ionization threshold (13.606 nm) and it decreases monotonically at higher photon
energies. A similar trend in photo-ionization prevails for all the alkali atoms, maximum at
the ionization threshold and decreasing at higher photon energies. However, the situation
gets complex in the case of alkaline earth elements or inert gases as numerous broad and
asymmetric autoionizing resonances appear just above the first ionization threshold that is
attributed either to the simultaneous excitation of both the valence electrons or to inner
shell excitation.

Another characteristic of measuring the photo-ionization cross-section for the ex-
cited states of atoms is by populating the first excited state in the first step and then
promoting the atoms from this excited state to the ionization threshold. The advantage
of such experimental arrangements is that one needs much lower energy photons to
photo-ionize atoms as compared with that from the ground state. In this review, we will
present different experimental techniques to measure the photo-ionization cross-sections
from the excited states of atoms concentrating on alkali atoms, alkaline earth atoms, and
inert gases. Several groups have contributed to the photo-absorption measurement of
atoms using conventional light sources, Beutler at Berlin, GV Marr at Reading University,
WRS Garton at Imperial College, London, and ML Ginter at the Maryland University
USA. The work was further extended in the VUV and XUV region using synchrotron
radiation, Madden and Codling at NBS, JP Connerade at Bonn University, Sontag at
Hamburg, Heinzmann at BESSY, and Ueda in Japan. Now, state-of-the-art storage rings
coupled with insertion devices and free electron lasers are being extensively used to
measure the photoionization cross-sections of atoms, molecules, and ions. There are
several excellent books describing the basics of photoionization measuring techniques
and data compilation: Samson [5], Berkowitz [6,7], and Schmidt [8]. The photoabsorp-
tion/photoionization cross-sections of atoms from the ground state of the alkali metal
atoms have been widely studied by many researchers, such as Rothe [9,10], Marr and
Creek [11], Weisheit [12], Ambartzumian et al. [13], and Duong et al. [14]. The spectra of
alkaline earth atoms have also been extensively studied, Dichburn and Hudson [15], Gar-
ton and Codling [16–18], Hudson et al. [19], Carter et al. [20], Brown et al. [21–23], Wynne
and Herman [24], Ueda et al. [25–28], Baig and Connerade [29], Griesmann et al. [30–33],
Yie et al. [34], Chu et al. [35], and Maeda et al. [36,37] whereas the spectra of inert gases
have been studied by Huffman et al. [38], Rundel [39], Ito et al. [40], Yoshino et al. [41–43],
Bonin et al. [44], Baig and Connerade [45], and Ito et al. [46]. There are several reviews
addressing the measurement of photoionization of atoms using synchrotron radiation,
lasers, and a combination of synchrotron radiation with lasers for multistep excitation and
ionization: The experimental data on the photoabsorption spectra of atoms due to inner-
shell excitations using synchrotron radiation by Connerade and Baig in the “Handbook on
Synchrotron Radiation” Marr [47], photoionization and collisional ionization of excited
atoms using synchrotron radiation and laser radiation by Wuilleumier et al. [48], the XUV
spectroscopy of metal atoms Sontag and Zimmermann [49], the pump-probe experiments
in atoms involving laser and synchrotron radiation by Wuilleumier and Mayer [50], a
combination of lasers and synchrotron radiation in studies of atomic photoionization
by Mayer [51], photoionization cross sections of atomic ions from merged-beam exper-
iments by Kjeldsen [52], the photo-dynamics of excited Ne, Ar, Kr and Xe atoms near
the threshold by Sukhorukov et al. [53], experiments at FLASH by Bostedt et al. [54], pho-
toionization of ion with synchrotron radiation: from ions in space to atoms in cages
by Schippers et al. [55], roadmap of ultrafast X-ray atomic and molecular physics by
Young et al. [56], roadmap on photonic, electronic, and atomic collision physics: light-
matter interaction by Ueda et al. [57], and photoionization of astrophysically relevant
atomic ions at PIPE by Schippers and Muller [58]. Numerous theoretical models have
been developed for the calculation of the photoionization cross-sections. Cooper [59] used
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as a model the light absorption by a single electron moving in potential similar to the
Hartree–Fock potential [H.F] appropriate to the outer subshell of each atom and reported
for the rare gases He, Ne, Ar, and Kr, for Na, and the closed-shell ions Cu+ and Ag+.
The sum rules were used to analyze the oscillator strength spectral distribution at higher
energies. Manson and Cooper [60] used a one-electron model with Herman–Skillman
central potential and calculated the photoionization in the soft x-ray range and explained
the combined Z and energy dependence of the photoionization cross-sections for different
subshells. Kennedy and Manson [61] calculated the photoionization in the noble gases
using Hartree–Fock wave functions. Burke and Taylor [62] used the R-matrix method
to calculate the electron-atom and ion collision cross-sections atomic polarizabilities to
study the atomic photoionization processes in neon and argon. Aymar et al. [63] calculated
the photoionization cross-sections for the s, p, and d Rydberg states of lithium, sodium,
and potassium in the framework of the single-electron model (non-relativistic) using a
parametric central potential. Jonson et al. [64] developed the relativistic random-phase
approximation (RRPA) from the linearized time-dependent Hartree–Fock theory (H.F)
and determined the excitation energies and oscillator strengths along with the helium,
beryllium, magnesium, zinc, and neon isoelectronic sequences. Savukov [65] calculated
the photoionization cross-section for the alkali-metal atoms in the framework of relativistic
many-body perturbation theory (RMBPT) using quasi-continuum B-spline orbitals. It
was inferred that the agreement with the experiment is improved compared to random
phase approximation (RPA) and Dirac–Hartree–Fock approximation. The photoionization
of potassium atoms from the ground and 4p, 5s–7s, and 3d–5d excited states have been
calculated by Zatsarinny and Tayal [66] using the Dirac-based B-spline R-matrix method.
The effect of the core polarization by the outer electron was included through the polarized
pseudo-states. There was excellent agreement with the experiment for the cross-sections of
the 4s photoionization and accurate description of the near-threshold Cooper–Seaton mini-
mum. Kim and Tayal [67] used the non-iterative variational R-matrix method combined
with multichannel quantum defect theory at the R-matrix surface to calculate the photoion-
ization of the ground state of magnesium atom in the energy region between 3 s and 4p
thresholds. Johnson et al. [68] analyzed the Beutler–Fano autoionizing resonances in the
rare gas atoms using the relativistic multichannel quantum defect theory. The configuration
interaction Pauli–Fock including the core polarization (CIPFCP) method has been applied
by Petrov et al. [69,70] to calculate the total and partial cross-sections for the photoioniza-
tion of excited noble gases. The photoionization cross-sections for the highly excited state
and ions have been calculated for several atoms and ions by Nahar’s group [71–73] and
references therein. Recently, the photoionization and electron-ion recombination of n = 1
to very high n-values of hydrogenic ions have been studied by Nahar [74] who also made
available a FORTRAN program to compute photoionization cross-sections, recombination
cross-sections, and rate coefficients for any principal quantum number and orbital angular
momentum shell.

In the next section, the basics of the saturation technique to measure the photo-
ionization for the excited states of atoms using multi-step laser excitation and ionization
technique are presented.

2. Saturation Technique

Let us consider the simplest case of a two-step excitation and ionization process to
measure the photoionization cross-section for the excited states of atoms. In the first step,
the ground state atoms are resonantly excited to the first excited state by the excitation
laser pulse and in the second step, the excited atoms are promoted to the continuum by
the ionizing laser pulse. When both the laser beams are linearly polarized, the polarization
vectors are parallel and only transitions between the magnetic sublevels ∆m = 0 are allowed.
The rate equations are used to develop a relationship between the produced photoions
and the photoionization cross-section for that excited state. Assuming that collisions
and spontaneous emission are discounted in a pure two-step photoionization process,
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the rate equations are written as Letokove [75], Burkhart et al. [76], He et al. [77], and
Saleem et al. [78]:

dN0

dt
= −σaφex(N0 − Nex), (1)

dNex

dt
= σaφex(N0 − Nex)− σ(λio)φio Nex, (2)

dNI
dt

= σ(λio)φio Nex, (3)

Here, σa is the photoabsorption cross-section, φex is the photon flux of the exciting laser,
σ(λio) is the photoionization cross-section of the excited state at the ionizer laser wavelength
λio, φio is the photon flux of the ionizing laser, N0 is the population of the ground state, Nex
is the population of the excited state, and NI is the number of ions produced as a result of
two-step ionization. The first requirement for the saturation technique is that the intensity
of the exciting laser pulse must be sufficiently high enough to saturate the excited state so
that both the populations stay in equilibrium i.e., N0 ∼= Nex. The total number of atoms is,
NT = N0 + Nex = 2Nex. Adding Equations (1) and (2):

d(N0+Nex)
dt = d(NT)

dt = −σ(λio)φio Nex

⇒ dNex
dt = − 1

2 σ(λio)φio Nex

⇒ Nex = N0
2 exp

(
− 1

2

t∫
−∞

σ(λio)φio(t′)dt′
)

.
(4)

Here, N0 is the number density in the ground state before the arrival of the exciting
laser pulse, and the exponential term containing t′ determines the decreasing number
of the excited atoms at any time t after the arrival of the ionizer laser pulse. Integrating
Equation (3) and inserting the value of Nex from Equation (4);

NI =

∞∫

−∞

σ(λio)φio(t)
N0

2
exp


−1

2

t∫

−∞

σ(λio)φio(t′)dt′


dt. (5)

The solution of the equation yields:

NI = N0


1− exp


−1

2

∞∫

−∞

σ(λio)φio(t)dt




.

At saturation, N0 ∼= Nex, therefore;

NI = Nex

[
1− exp

(
−1

2
σ(λio)Φio

)]
. (6)

Here Φio is the fluence (energy/area) of the ionizing laser as seen by the atoms at the

beam center: Φio =
∞∫
−∞

φio(t)dt. However, the fluence is related to the energy E (J) of the

ionizing laser pulse as: Φio =
λioE
hcA . By substituting it in Equation (6):

NI = Nex

[
1− exp

(
−1

2
σ(λio)

λioE
hcA

)]
. (7)

However, the number of produced ions NI is related to the total charge Q that is
produced by the ions in the ionizing volume V(cm3) as: NI = Q/eV. While performing
experiments, photoions produced as a result of two-step photoionization are registered
as a voltage signal, which is related to the charge as Q =

(
Voltagesignal

R

)
× ∆t, where R is
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the terminating resistance (ohm) at the oscilloscope and ∆t (seconds) is the pulse width
(FWHM) of the photoion signal peak. A final equation turns out to be:

NI = NexV
[

1− exp
(
−1

2
σ(λio)

λioE
hcA

)]
. (8)

The absolute value of the photoionization cross-section σ(λio) for a particular excited
state at a specific ionizing laser wavelength λio is extracted from a least-squares fit to the
experimentally measured ionization data (NI) as a function of the energy (J) of the ionizing
laser beam (E). This relation shows that the photoionization signal approaches saturation
as the energy of the ionizing laser is increased to a much higher value. However, every
detection system encounters certain limitations. This equation is applicable under the
following assumptions:

• The first step transition remains saturated (i.e., N0 ≈ Nex), during the exciting laser
pulse duration (10 ns);

• The laser intensity of the exciting laser is kept much higher than that required to
saturate the transition. Consequently, the Rabi frequency is high, and the spontaneous
emission may be ignored during the laser pulse;

• The intensity of the ionizing laser is sufficiently higher than that required to completely
ionize atoms in the excited state.

The photoionization cross-section σ is then extracted from a least-squares fit to the
experimental photoion data registered as a function of the energy density (Energy/area)
of the ionizing laser. The error associated with this method is (i) in determining the cross-
sectional area in the interaction region, (ii) in measuring the pulse energy with an energy
meter, (iii) in the transmission of the optical windows, and (iv) in the fitting process. Thus,
to extract an accurate absolute value of the photoionization cross-section, it is important to
accurately measure the correctional area (A) of the laser beam and the Energy per pulse (E)
of the ionizing laser. The energy density/intensity of a laser beam in the interaction region
depends on its spot size, which can be calculated under the assumption of a Gaussian
laser beam:

diameter o f the f ocused beam =

(
4
π

)
λ

(
f
D

)
. (9)

Here, d is the diameter of the focused laser beam, λ is the laser wavelength, f is the
focal length of the focusing lens, and D is the diameter of the laser beam falling on the
focusing lens. However, the depth of focus for the laser beam can be calculated as:

depth o f f ocus =
(

8
π

)
λ

(
f
D

)2
. (10)

The cross-sectional area is also calculated under the diffraction limitations: Demtröder [3].

Cross sectional area = π ω2
0


1 +

(
z λio

π ω2
0

)2

. (11)

Here, ω0 =
(

λ f
πωs

)
is a diffraction-limited radius at Z = 0, ωs is the radius of the spot

size of the ionizing laser beam on the focusing lens, λio is the wavelength of the ionizing
laser, and z is the distance on the beam propagation axis from the focus. Thus, an accurate
value of the cross-sectional area depends on the accuracy of Z and ωs. A rough estimation
of the cross-sectional area can also be determined either by using a photographic method by
measuring the burn spot or using a thermopile in combination with a moveable knife-edge
intersecting the laser beam. Based on the experimental uncertainties, the cross-section
can be determined with ±15% accuracy. Photoionization cross-section is conventionally
reported in Mb units, where 1 Mb = 10−18 cm2.
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The two-step excitation and ionization experiments are normally conducted using
narrow-bandwidth tunable dye lasers, pumped by a high-power laser such as Ruby, Ni-
trogen, Excimer, or Nd:YAG laser. A 600 nm dye laser beam with a 5 mm diameter, and
focused with a lens of 100 mm focal length, the diameter of the focused dye laser beam will
be about 15 µ and the depth of the focused beam will be about 610 µ. Once the diameter
of the ionizing laser beam is measured, the laser beam’s cross-sectional area and the en-
ergy density of the dye laser can be determined. Thus, one measures the ion signal as a
function of the intensity of the ionizing laser beam. Initially, the ionization signal keeps
on increasing as the energy of the ionizing laser is increased. This is because one photon
can only ionize one atom. As the intensity of the ionizing laser is increased, the number
of ions also increases up to a point where the ionization signal stops increasing even with
any further increase in the intensity of the ionizing laser beam. At this point, saturation in
the ionization signal sets in, which is why this technique is termed “saturation technique”.
The experimental data points are used to fit Equation (8), which yields the absolute value
of the photoionization cross-section of the excited state and the ground state density of
the atom. The determination of Nex is independent of the photoionization cross-section,
which is determined from the asymptotic value, while σ is associated with the shape of
the experimental data of ionization signal curve against the ionizing laser intensity. The
accurate determination of Nex requires that both the transitions must be saturated, and
that the ionizing volume is measured accurately. The ionizing volume is defined as the
interaction volume of the overlap region of the exciting and the ionizing laser beams in the
effective collection region.

At the Atomic and Molecular Physics Laboratory, Quaid-i-Azam University, Islam-
abad, Pakistan, we have developed different experimental arrangements to measure the
photoionization cross-section for the excited states of atoms: a thermionic diode ionic detec-
tor based on the heat pipe design by Niemax [79], Baig et al. [80,81], and Yaseen et al. [82], an
optogalvanic effect-based detection system by Barbieri et al. [83] and Babin et al. [84], using
a DC discharge system, as in Piracha et al. [85], Stockhausen et al. [86], and Hanif et al. [87],
a RF discharge system, as in Zia et al. [88,89], and an atomic beam apparatus coupled
with a time-of-flight mass spectrometer based on a linear TOF design as in Wiley and
McLaren [90] and Saleem et al. [91]. Several other techniques for the measurement of
photoionization cross-sections are also being used such as the modulated fluorescence
technique by Gilbert et al. [92], a magneto-optical trap (MOT) system by Wippel et al. [93],
Madsen and Thomsen [94], and Dinneen et al. [95], the isotope-selective photoionization
for calcium ion trapping by Lucas et al. [96], and finally by Marago et al. [97], who mea-
sured the photoionization cross-section for the 6p 2P3/2 excited laser-cooled cesium atoms.
The photoionization cross-sections of the excited states of titanium, cobalt, and nickel
were reported by Yang et al. [98]. Cong et al. [99] used resonance-enhanced multiphoton
ionization coupled with a time-of-flight mass spectrometer. Zheng et al. [100] reported
the measurements of photoionization cross-sections of the excited states of cobalt using
a two-color, two-step resonance ionization technique in conjunction with a molecular
beam time-of-flight (TOF) mass spectrometer at the threshold and near-threshold regions
(0–1.2 eV). A comparison and working principles of different experimental techniques
being used for the measurements of the photoionization cross-section from the ground
state or excited states of atoms were presented by Saleem et al. [101]. In the next sections,
we present details about the measurements of the photoionization cross-sections for the
excited states of alkali atoms.

3. Alkali Atoms

The ground state configurations for the alkali atoms are similar to that of hydrogen,
having a single electron in the ground state, ms 2S1/2 (m = 2, 3, 4, 5, and 6 for Li, Na K, Rb,
and Cs, respectively). The atoms from the ground state are excited by the Rydberg states:
np 2P1/2,3/2, and photoionization activates as the energies of the interacting photons ap-
proach the value of the first ionization potential of an atom. The process of photoionization
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from the ground state yields an ion plus a free electron and the continuum above the first
ionization threshold is represented as εp (` = 1; J = 1/2, 3/2) channels.

ms 2S1/2 (excitation)→ np 2P1/2,3/2 (ionization)→ εp continuum (J = 1/2, 3/2).

All the alkali atoms show monotonically decreasing photoionization cross-sections
above the first ionization threshold, just like the photoionization cross-section in the hydro-
gen atom. The pioneering work on the measurement of the photoionization cross-section
from the excited states of lithium and sodium was reported by Rothe [9,10] using the
recombination radiation method. The photoionization cross-section for the 2p excited state
at the threshold is 19.7± 3.0 Mb, assuming the oscillator strength of the 5s 2S1/2 → 2p 2P1/2
transition as 0.00417. The photoionization of the alkali metals atoms, sodium, potassium
rubidium, and cesium was measured by Marr [11] and Weisheit [12]. The advent of lasers
and dye lasers enabled the measurement of photoionization cross-sections for the excited
state of atoms at and above the first ionization threshold. The first excited state mp 2P1/2,3/2
in alkali atoms is populated in the first step by tuning a dye laser at an appropriate wave-
length, a second dye laser is scanned up to the first ionization threshold, and the ns 2S1/2
and nd 2D3/2,5/2 Rydberg series are observed. Above the first ionization threshold, the
continuum is represented as εs (` = 0; J = 1/2), εd (` = 2; J = 3/2, 5/2). Thus, by selecting
excited levels of different `-values in the first step, different ε` (` = 0, 1, 2, 3 . . . ) channels
in the continuum can be explored. The total photoionization cross-section is the sum of the
partial cross-sections:

σj0(∆E)(Mb) =
4
3

π2αa2
0∆E

1
2J0 + 1∑

`j
|< n0`0 J0||D(r)||ε`J >|2, (12)

where ε` are the continuum channels; εs (J = 1/2) or εd (J = 3/2, 5/2), J0 is the J-value of
the intermediate level (J = 1/2, 3/2), `0 = 1 for p, ∆E is the energy difference between the
ionizing photon energy and the ionization potential, a0 is the Bohr radius, and α is the fine
structure constant.

In Table 1, the laser wavelength to access the resonance levels in the first step and the
ionizing laser wavelengths in the second step for all the alkali atoms are enlisted. The first
step laser wavelengths are mostly in the red region, whereas the ionizing laser wavelength
is in the green region, which can easily be achieved by a dye laser pumped by a Nd:
YAG laser (2nd or 3rd harmonics), excimer laser, or nitrogen laser.

Table 1. Two-step excitation and ionization laser wavelengths for the alkali atoms.

Atom First Step (Excitation)
ms 2S1/2 →mp 2P1/2,3/2

Second Step (Excitation)
mp 2P1/2,3/2 → ns 2S1/2

→ nd 2D3/2,5/2

Ionization Threshold
εs, (J = 1/2)
εd, (J = 3/2, 5/2)

Li I 2p 2P1/2 670.793 nm
2P3/2 670.778 nm

349.8 nm
349.8 nm 43,487.150 cm−1

Na I 3p 2P1/2 589.592 nm
2P3/2 588.995 nm

408.2 nm
408.5 nm 41,449.451 cm−1

K I 4p 2P1/2 769.896 nm
2P3/2 766.489 nm

454.0 nm
455.2 nm 35,009.814 cm −1

Rb I 5p 2P1/2 794.760 nm
2P3/2 780.027 nm

473.6 nm
479.0 nm 33,690.810 cm−1

Cs I 6p 2P1/2 894.347 nm
2P3/2 852.113 nm

494.3 nm
508.2 nm 31,406.467 cm−1

A schematic diagram for the two-step laser excitation and ionization for the alkali
atoms is presented in Figure 1.
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Figure 1. Schematic diagram of the excitation from the ground state and two-step laser excitation
and ionization scheme for alkali atoms.

The pioneering work to measure the photoionization cross-section for the excited state of
the rubidium atoms using the saturation technique was performed by Ambartzumian et al. [13],
who used a Ruby laser pumped dye laser system coupled with a heat pipe containing rubid-
ium vapor and measured the photoionization cross-section for the 6p 2P1/2 and 6p 2P3/2
excited states. The exciting laser was focused by a lens onto a glass cell containing rubid-
ium vapor and the laser radiation was tuned in resonance to the 5s 2S1/2 → 6p 2P1/2, 3/2
transitions for selective excitation at 421.56 nm and 420.18 nm, respectively. For produc-
ing ionization, a part of the fundamental (694.30 nm) or its second harmonic (347.15 nm)
was directed into the cell from the opposite side. The irradiated volume was limited by
inserting diaphragms on both ends of the cell and the dependence of the ionization signal
on the intensity of the ionizing radiation at constant cell temperature was recorded. The
intensity of the ionizing laser was varied, and the corresponding ionization signal was
measured. At the low intensity of the ionizing laser, the dependence of the ionization
was linear, and with an increase in the ionizing laser intensity, it deviated from linearity
and tended to saturation, which means that at high-intensity, the total ionization of the
excited transpires. The values of the cross-sections are (1.7 ± 0.4) × 10−17 cm2 for the
6p 2P3/2 state and (1.5 ± 0.4) × 10−17 cm2 for the 6p 2P1/2 at the 694.3 nm ionizing laser
wavelength. The value of the photoionization cross-section for the 6p 2P3/2 state was deter-
mined as (1.9 ± 0.5) × 10−17 cm2 at the 347.15 nm ionizing laser wavelength. Subsequently,
Heinzmann et al. [102] measured the photoionization cross-section for the 7p 2P1/2 excited
state of cesium at 459.3 nm ionizing laser wavelength as (6.2 ± 0.5) × 10−18 cm2, and for
the 7p 2P3/2 excited states at 455.5 nm ionizing laser wavelength as (8.8 ± 1.6) × 10−18 cm2.
The photoionization of the 6p 2P1/2, 3/2 fine-structure levels of cesium was measured by
Nygaard et al. [103] using a triple-crossed beam experiment covering the wavelength
region from 500 nm to 250 nm. The photoionization cross-section for the 6p 2P3/2 and
2P1/2 excited states was measured at 508.3 nm and 494.4 nm ionizing wavelengths at
the first ionization threshold. The absolute photoionization cross-sections for the 5s and
4d excited states of sodium were measured by Smith et al. [104] using two stabilized
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single-mode CW dye lasers intersecting with the sodium atomic beam to stepwise excite
atoms to the desired excited state, and the fundamental wavelength of the Nd:YAG laser
at 1064 nm was used as an ionizing laser. The cross-section for the 5s state was deter-
mined as (1.49 ± 0.13) × 10−18 cm2 and that for the 4d state as (15.2 ± 1.70) × 10−18 cm2.
The photoionization cross-section for the 7p 2P3/2 and 6d 2D3/2 excited states of cesium
was reported by Gerwert and Kollath [105] and that for the 7 s state of cesium at 540 nm
ionizing laser wavelength was measured by Gilbert et al. [92] as 1.14 (10) × 10−19 cm2

using the modulated fluorescence technique. Bonin et al. [106] measured the absolute
photoionization cross-section of the 7d 2D3/2 excited state of cesium at different ionizing
laser wavelengths using the fluorescence reduction technique.

The absolute value of the photoionization cross-section of the excited 7p state of
potassium was measured by Baohua and Zuren [107] at two ionizing laser wavelengths,
321.8 nm, and 643.6 nm, as (0.9 ± 0.6) Mb and (1.9 ± 0.9) Mb, respectively. Maeda
and Ambe [108] measured the photoionization cross-sections for the 7d and 8d states of
cesium using the technique of measuring the fluorescence signal from the excited states
of atoms due to photoionization. The photoionization cross-sections were reported as
(3.5 ±1.4) × 10−18 cm2 and (3.1±1.2) × 10−18 cm2 for the 7d 2D3/2 and 7d 2D5/2 states
and (2.4 ± 1.0) × 10−18 cm2 and (1.6 ± 0.6) × 10−18 cm2 for the 8d 2D3/2 and 8d 2D5/2
states, respectively. The photoionization cross-section for the 6p 2P3/2 excited laser-cooled
cesium atoms was measured by Marago et al. [97]. Subsequently, Patterson et al. [109]
measured the photoionization cross-section of the 6p 2P3/2 excited state of cesium confined
in a magneto-optical trap. The photoionization rate was measured by monitoring the decay
of the trap fluorescence during exposure to ionizing laser radiation, using several lines
of Ar-ion laser in the wavelength range 457.9 to 501.7 nm and the photoionization cross-
section at 496.5 nm ionizing laser wavelength was reported as (1.86 ± 0.15) × 10−17 cm2.
Petrov et al. [110] presented the effect of the polarization of the atomic core by the outer
electron on the near-threshold photoionization of excited alkali atoms (Na–Cs). Partial and
total cross-sections for photo-ionization of the np-electron were computed utilizing the
configuration interaction technique with Pauli–Fock atomic orbitals (CIPF) and including
the long-range core polarization potential (CP). The variational principle was applied to
calculate the core polarization potential. Comparison with previous theoretical results
and with available experimental data was presented for the total cross-section σ, for the
electron angular distribution parameter β, for the ratio ν = |Dd/Ds| of the reduced electric
dipole matrix elements, and the phase shift difference ∆ = δd − δs, associated with the
d-wave and s-wave continua, respectively. A magneto-optical trap (MOT) system was
used by Wippel et al. [93] to measure the photoionization cross-sections of the first excited
states of sodium and lithium. A two-element magneto-optical trap (MOT) for Na and Li6

or Li6 was used to cool and trap each atom separately. A fraction of the cold atoms was
maintained in the first 2P3/2 excited state by the cooling laser and the excited state atoms
were ionized by the laser light in the near ultra-violet region. Duncan et al. [111] also used
the magneto-optical trap (MOT) system to measure the photoionization cross-section of the
5 d 2D5/2 excited state of rubidium at the ionizing laser wavelengths ranging from 1064 to
532 nm. The lifetimes and photoionization cross-sections at 10.6 m of the nd Rydberg states
of Rb measured in a magneto-optical trap were assessed by Gabinini [112].

The work on the measurement of photoionization cross-sections for the excited states
of atoms was initiated by our group in 2002 and we measured the photoionization cross-
section for the 3p 2P1/2 and 2P3/2 excited levels of sodium as 2.16 (43) Mb and 3.74 (74) Mb,
respectively, using two-step laser excitation in conjunction with a thermionic diode working
in the space charge limited mode and employing the saturation technique (Amin et al. [113].
The photoionization cross-section for the 4d 2D5/2 level was measured as 12.2 (2.4) Mb by
populating this level via two-photon excitation from the ground (Amin et al. [114]. The
cross-section for the 4d 2D3/2 level via the 3p 2P1/2 level intermediate level and for the
4d 2D3/2,5/2 levels via the 3p 2P3/2 level was reported as (9.6± 1.9) Mb, and (12.8 ± 2.5) Mb,
respectively. This work was extended to measure the cross-section for the excited levels
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of lithium for the 2p 2P1/2,3/2, 3d 2D3/2,5/2, and 3s 2S1/2 excited states at different ionizing
laser wavelengths, above the first ionization threshold, as stated by Amin et al. [115]. By
changing the ionization photon energy, the smooth frequency dependence of the cross-
sections was observed for the 2p and 3d excited states of lithium. The photoionization
cross-section for the 4p 2P3/2 and 2P1/2 states at 355 nm was measured as (7.2± 1.1) Mb and
(5.6 ± 0.8) Mb and for the 5d 2D5/2,3/2 state as (28.9 ± 4.3) Mb (Amin et al. [116]. The cross-
section for the 5d 2D3/2 state was populated via the 4p 2P1/2 intermediate state and for the
5d 2D5/2,3/2 states via the 4p 2P3/2 intermediate state as (25.1± 3.8) Mb and (30.2 ± 4.5) Mb.
The photoionization cross-sections for the 3p level of sodium at the first ionization threshold
were reported as 7.63 (90) Mb by Rothe [10], and Aymar et al. [63] calculated its value
as 7.38 Mb. Preses et al. [117] determined the photoionization cross-section from the
3p 2P3/2 state of Na up to the first ionization threshold, with the help of two antiparallel,
interpenetrating pulsed laser beams pumped by the frequency-doubled (532 nm) and
tripled (355 nm) outputs of a Nd:YAG laser. They determined the value of the cross-section
as 8.5 Mb with an estimated uncertainty of about 25%. Petrov et al. [110] calculated the
photoionization cross-section of the 3p 2P3/2 state at about ≈ 8 Mb. Wippel et al. [93],
using the trapping technique, trapped a fraction of Na atoms in the 3p 2P3/2 excited state
and then ionized them with a laser adjusted at ∼407.8 nm. They determined the value
of the cross-section at the threshold as 6.9(1) Mb. Miculis and Meyer [118] calculated the
photoionization cross-section from 3p 2P3/2 at and above the threshold as 6.9 (1) Mb, which
is in excellent agreement with the recently reported values 3p 2P1/2 as 7.9 (1.3) Mb and
3p 2P3/2 as 6.7 (1.1) Mb by Baig et al. [119]. The photoionization cross-section for the
4s 2S1/2 state of sodium at the first ionization threshold was measured by Rafiq et al. [120]
as (0.65 ± 0.10) Mb using a thermionic diode ion detector. The photoionization cross-
sections from the 6p 2P3/2 and 7p 2P3/2 excited states of potassium have been measured
at different ionizing laser wavelengths using an atomic beam apparatus coupled with a
time-of-flight mass spectrometer by Yar et al. [121,122]. Haq and Nadeem [123] measured
the photoionization cross-section for the 6p 2P3/2 state of cesium at the ionization threshold,
which was measured at 25 ± 4 Mb as well as at different ionizing lasers wavelengths. The
cross-section for the 5p 2P3/2 state of rubidium was reported as 18.8 ± 3 Mb by Nadeem
and Haq [124], whereas Shahzada et al. [125] reported the photoionization cross-section
for the 3p 2P1/2,3/2 levels of lithium at the first ionization threshold as (30.0 ± 4.8) Mb,
and also determined the oscillator strengths of the 3p 2P → nd 2D Rydberg transitions.
Saleem et al. [126] used a two-step selective excitation and ionization technique coupled
with an atomic beam apparatus and a time-of-flight (TOF) mass spectrometer and measured
the photoionization cross-sections of the lithium isotopes Li6 and Li6 for the 2p excited
state as (15 ± 2.5) Mb and (18 ± 2.5) Mb, respectively. The excitation scheme is shown
in Figure 2.

A technique for the isotopic enrichment of lithium isotope was demonstrated by
Saleem et al. [127], who employed the two-step photoionization technique along with a
narrow-band dye laser in conjunction with a time-of-flight mass spectrometeLi6r, which
yielded a high degree of selectivity by tuning the dye laser at the resonance levels of
Li6 and Li6. It was inferred that the concentration of the natural abundance of the Li6

isotope becomes enhanced up to over 47% as the exciter dye laser was tuned to 2p 2P1/2
of Li6, even if the linewidth of the exciter laser was not sufficiently narrow to excite the
isotopic level. Although the linewidth of the exciting dye laser was not narrow enough
to selectively excite the 2p 2P1/2, 3/2 levels of Li6, TOF-MS separated both the lithium
isotopes on the time axis. Consequently, the photoionization signals of the resolved fine
structure components as a function of the intensity of the ionizing laser were measured
simultaneously. The exciting laser was tuned at 670.8 nm to populate the 2p-excited state
via a single-photon excitation. The exciting laser was tuned to the 2P1/2 excited state of
Li6, between the 2P3/2 of Li6 and 2P1/2 of Li7 and 2P3/2 of Li7 while the ionizing laser
wavelength was fixed for the measurement of the photoionization cross-section for both the
lithium isotopes. The photoionization cross-section from the 2p 2P1/2 excited state of Li6
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and for the 2p 2P3/2 excited states of Li7 was also measured by tuning the exciter laser to
the corresponding excited state. The energy of the exciter laser at any frequency was kept
fixed and the energy of the ionizer laser was varied using neutral density filters to achieve
the complete ionization of the excited isotopic atoms. The resulting photoion signals from
the 2p 2P1/2 excited state of Li7 versus the ionizing laser energy density at 335.4 nm are
shown in Figure 3.
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Lithium 
Isotope 

Excited-State 
Ionizing Laser 
Wavelength 

Cross-Section 
σ (Mb) 

Reference 

Li6 

2p 2P1/2, 3/2 
334.4 nm 15 ± 15 Wipple et al. [93] 
335.8 nm 6 (−5, +20) Wipple et al. [93] 
335.4 nm 15.0 ± 2.3 Saleem et al. [126] 

2p 2P3/2 

349.85 nm 15.4 ± 2.3 

Saleem et. al. [126] 

335.4 nm 14.8 ± 2.2 
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335.8 nm 18.3 ± 2.8 Wipple et al. [93] 

Figure 3. Photoion current signals of Li7 from the 2p 2P3/2 excited states versus the energy density of
the ionizer laser at 335.4 nm ionizing laser wavelength.
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The photoion signal increases with an increase in the energy density of the ionizer laser
up to a certain value, then stops increasing further, and finally saturation sets in. The solid
line that passes through the experimental data points is the least square fit to Equation (7),
which yields the absolute photoionization cross-section of the 2p fine structure excited
states at 335.4 nm ionizer laser wavelength. The measurements of the photoionization
cross-section from the 2p 2P1/2, 3/2 excited states of lithium using different ionizing laser
wavelengths at and above the first ionization threshold are listed in Table 2. The reason
for using different ionizing lasers is that by varying the frequency of the ionizing laser, the
electrons of different kinetic energies are produced and the behavior of the photoionization
in different regions of the continuum can be investigated. The value of the photoionization
cross-section decreases as the ionizing laser wavelength is decreased.

Table 2. Experimentally determined photoionization cross-sections from the 2p 2P1/2, 3/2 excited
states of both isotopes of lithium at different ionizing laser wavelengths.

Lithium Isotope Excited-State Ionizing Laser Wavelength Cross-Section
σ (Mb) Reference

Li6

2p 2P1/2, 3/2

334.4 nm 15 ± 15 Wipple et al. [93]

335.8 nm 6 (−5, +20) Wipple et al. [93]

335.4 nm 15.0 ± 2.3 Saleem et al. [126]

2p 2P3/2

349.85 nm 15.4 ± 2.3

Saleem et. al. [126]

335.4 nm 14.8 ± 2.2

307 nm 10.5 ± 1.6

266 nm 6.8 ± 1.0

2p 2P1/2

349.85 nm 13.8 ± 2.0

335.4 nm 13.2 ± 1.9

307 nm 9.5 ± 1.4

266 nm 5.9 ± 0.9

Li7

2p 2P1/2, 3/2

334.4 nm 16.2 ± 2.5 Wipple et al. [93]

335.8 nm 18.3 ± 2.8 Wipple et al. [93]

335.4 nm 18.0 ± 2.7 Saleem et al. [126]

2p 2P3/2

349.85 nm 19.2 ± 2.9

Saleem et al. [126]

335.4 nm 17.8 ± 2.7

307 nm 12.5 ± 1.9

266 nm 8.0 ± 1.2

2p 2P1/2

349.85 nm 16.5 ± 2.5

335.4 nm 15.5 ± 2.3

307 nm 10.8 ± 1.6

266 nm 6.8 ± 1.0

The photoionization cross-sections for the 2p, 3s, 3p, 3d, and 4s. The 4p and 4d
excited states of both isotopes of lithium using two-step laser excitation and ionization
coupled with a time-of-flight mass spectrometer (TOF-MS) have been extensively studied
by Hussain et al. [128] and Saleem et al. [129]. The measured values of the photoionization
cross-sections, above the first ionization threshold, for the same principal quantum number
n = 3 but at different orbital angular momentum states ` = 0, 1, 2 (3s, 3p, 3d), are collectively
shown in Figure 4.
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Figure 4. A comparison of the energy-dependent behavior of the measured values of the photoion-
ization cross-section from the 3s 2S, 3p 2P, and 3d 2D.

The values of the cross-section from the 3s and 4s excited states were multiplied
by a factor of 25 just to compare the trends of photoionization cross-sections with other
states. The dotted lines passing through the values of the cross-section of 3s excited states
at different ionizing wavelengths are not the fitted curves but are simply drawn for the
comparison with the 3p, and 3d excited states. The solid lines are the exponential decay fit
to the experimental data points for the photoionization cross-section from the 3p and 3d
excited states. The behavior of the photoionization cross-section for the excited states is cor-
related with the difference between the initial state quantum defect and the final continuum
threshold phase shift. The quantum defects of s and p states of lithium are 0.40 and 0.05,
respectively, and effectively zero for ` ≥ 2. Thus, only transitions involving s or p states
are non-hydrogenic. The oscillator strength distribution in the discrete and continuum re-
gions of the spectrum of lithium was explored by Hussain et al. [130], who determined the
photoionization cross-section for the 3s 2S1/2 level at the first ionization threshold and then
extracted the f-values of the 3s 2S–np 2P Rydberg series. Felfli and Manson [131] remarked
that a difference of about 0.5 is necessary to have a Cooper minimum in the continuum.
There is only one channel εp through which the electrons from the ns excited states can
be promoted to the ionization continuum. The difference between the ns quantum defect
and the threshold εp phase shift is 0.37, which is less than 0.5, and therefore a minimum is
expected in the discrete region near the threshold. The presence of these minima causes the
ns cross-section to be anomalously small at the threshold (Lahiri and Manson [132,133] and
the references therein). The measured values of the cross-section for the 3s and 4s excited
states at the threshold by Saleem et al. [129] are in good agreement with the calculations by
Lahiri and Manson [132] in comparison with Aymar et al. [63]. Saha et al. [134] performed
the multi-configuration Hartree–Fock calculation of the photoionization of the excited Na
4d state. Recently, Qi et al. [135] calculated the photo-ionization cross-sections for several
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excited states of lithium and their calculations are in excellent agreement with that reported
by our group.

Interestingly, the photoionization cross-sections for the 3s 2S and 4s 2S excited states of
lithium first increase to a maximum value and then decreases with the increase in the ioniz-
ing laser photon energy, also deviating from the hydrogenic behavior. A smooth decrease
in the photoionization cross-section above the ionization threshold is attributed to the fact
that when the ionizing electron gains high kinetic energy, its electron wave becomes more
oscillatory and, as a result, the vacated orbital and the photoelectron wave are no more in
the same spatial region and consequently the photoionization cross-section for that ionizing
photon decreases (Green and Decleva [136]). The behavior of the photoionization cross-
section from the np-excited states also differs from that of the ns or nd excited states. The
excited electrons from the p-states can be promoted to the ionization continuum through
two different channels np→ εs and np→ εd. The cross-sections decrease monotonically
with the increase in the ionizing laser wavelength above the first ionization threshold, but
this falloff of the cross-section is not hydrogenic due to the smaller quantum defects for the
p-states. Furthermore, near the threshold, the cross-section increases with n and then falls
off more rapidly with the excess photon energy. The rapid decay of the cross-section near
the threshold with an increase in the principal quantum number n indicates the decreasing
contribution of the non-hydrogenic region of the potential. For the photoionization of
the atoms from the nd-excited states, there are two possible ionization channels, εp and
εf, through which the excited electrons from these states can be uplifted to the ionization
region. The nd → εp cross-section is slightly different from hydrogenic, owing to the
small p-wave phase shift, but the nd → εf is completely hydrogenic because for ` ≥ 2,
the quantum defects or phase shifts are effectively zero. The fitted curves through the
measured data points for the 3d 2D excited state decrease more sharply with the increase in
the ionizing laser photon energy. This decreasing behavior of the cross-section from the nd
excited states is hydrogenic as compared to that of the ns or np excited states.

The ionization from the ground state of alkali atoms possesses two partial waves,
εp, J = 1/2 and J = 3/2, due to the spin-orbit effect. They have slightly different phases,
and their amplitudes pass through zero at different energies. Thus, photoionization from
the ground state passes through a minimum in the region of maximum overlap of the
εp wave functions with the ground state wave function as a function of the photon en-
ergy. Sandner et al. [137] measured the photoionization of potassium in the vicinity of
the minimum in the cross-section using a time-of-flight technique. The photoionization
cross-sections for the alkali metal atoms were calculated in the framework of the rela-
tivistic many-body perturbation theory (RMBPT) using B-spline orbitals by Savukov [65].
Zatsarinny and Tayal [66] used the Dirac-based B-spline R-matrix method to investigate
the photoionization of atomic potassium from the 4s ground and 4p, 5s-7s, 3d-5d excited
states. The effect of the core polarization by the outer electron was included through the
polarized pseudo-states. Besides the dipole core polarization, they found a noticeable
influence of the quadrupole core polarization. Excellent agreement with the experiment
for cross-sections of the 4s photoionization, including an accurate description of the near-
threshold Cooper–Seaton minimum was observed. A close agreement with the experiment
for the 4p photoionization was also noticed, but there were unexpectedly large discrep-
ancies with the available experimental data for photoionization of the 5d and 7s excited
states. The existence of a Cooper minimum in the experimentally measured photoion-
ization cross-sections for the 7s 2S1/2 excited state of potassium using a two-step laser
excitation technique in conjunction with a time-of-flight mass spectrometer was reported by
Yar et al. [138]. The photoionization cross-sections for the 7s 2S1/2 state were determined as
(9.78 ± 0.01) × 10−2, (3.30 ± 0.49) × 10−4, (5.47 ± 0.82) × 10−3, and (2.06 ± 0.30) × 10−2

Mb at the ionizing laser wavelengths 1064, 700, 532, and 355 nm, respectively. In Figure 5,
the measured photoionization cross-section for the 7s excited state of potassium at and
above the first ionization threshold is presented along with the theoretical calculations of
the cross-section by Zatsarinny and Tayal [66]. A minimum in the cross-section, termed the
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Cooper minimum, is evident at ∼1.25 eV above the first ionization threshold, which is in
agreement with the theoretical prediction.
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Once the photoionization cross-section for the excited state at the first ionization
threshold is determined, the f-values of the Rydberg transitions attached to the intermediate
state can be calculated using a simple relation (Mende et al. [139]).

fn =
mc
π

(
4πε0

e2

)(
Sn

S+

)(
λ+

λn

)
σ+. (13)

Here, fn is the oscillator strength for the nth transition of a Rydberg series, σ+ is the
photoionization cross-section measured at the ionization threshold wavelength λ+, S+ is
the ion signal at the ionization threshold, and Sn is the integrated ion signal intensity for
the nth transition. Using the absolute value of the cross-section at the ionization threshold,
the oscillator strengths of all the discrete Rydberg transitions for which the ionization
probability is unity (pn ∼= 1) were determined. However, the experimental conditions
have to be optimized, such as the oven temperature and the buffer gas pressure, so that
the ionization probability for the Rydberg states approaches one. Moreover, the energy
difference between the first ionization threshold and n = 20 for potassium is ≈0.035 eV,
whereas the value of KBT (thermal energy) is ≈0.046 eV at T = 540 K. As the energy gap
between n = 20 and the first ionization threshold is less than the thermal energy, it therefore
enhances the ionization efficiency of the Rydberg states for n ≥ 20. Kalyar et al. [140]
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measured the absolute values of the cross-sections from the 4p 2P3/2 and 2P1/2 excited
levels at the ionization threshold as (6.3 ± 0.9) Mb and (5.4 ± 0.8) Mb, respectively, and
the oscillator strengths for the 4p 2P1/2 → nd 2D3/2 and 4p 2P3/2→nd 2D3/2, 5/2 Rydberg
transitions were also deduced by using the measured cross-sections of the 4p 2P1/2 and
2P3/2 levels at the ionization threshold.

The Rydberg series excited from the 4p 2P1/2 excited state of potassium up to the
first ionization threshold is presented in Figure 6. The optical oscillator strengths for
the 4p 2P3/2 → nd 2D3/2,5/2 (20 ≤ n ≤ 70) Rydberg transitions were calibrated using the
measured absolute value of the photoionization cross-section (6.3 ± 0.9) Mb for the 4p
2P3/2 level at the ionization threshold, whereas the values of Sn, λn and S+ were extracted
from the recorded spectrum, as marked in Figure 6. The photoionization cross-sections
for the 7p 2P3/2 excited state of potassium near the first ionization threshold using a two-
step laser excitation/ionization technique in conjunction with a time-of-flight (TOF) mass
spectrometer were reported as (3.52 ± 0.52) Mb, (2.21 ± 0.33) Mb, (1.35 ± 0.22) Mb, and
(0.54 ± 0.08) Mb at four ionizing laser wavelengths; 1064 nm, 643.61 nm, 532 nm, and
355 nm, respectively, by Yar et al. [138]. Recently, Collister et al. [141] measured the non-
resonant photoionization cross-section of the 7P 2P3/2 state of francium for 442 nm light
as (20.8 ± 7.1) Mb using a magneto-optical trap system. The photoionization rate was
deduced from the change in the trap lifetime. The results are consistent with a simple
extrapolation of known cross-sections for other alkali atoms. In Table 3, we enlist the
laser wavelengths for the first-step excitation, laser wavelengths of the ionizing laser, and
measured photoionization cross-sections for the resonance lines of lithium, potassium,
sodium, rubidium, and cesium at the first ionization threshold.
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Table 3. Experimentally measured values of the photoionization cross-section for the resonance
transitions of alkali atoms.

Atom First Step (Excitation)
ms 2S1/2 →mp 2P1/2,3/2

Second Step (Ionization)
mp 2P1/2,3/2 → εs J = 1/2

→ εd J = 3/2, 5/2

Photoionization Cross-Section at
Threshold Mb
(1 Mb = 10−18 cm2)

Li I 2p 2P1/2 670.793 nm
2P3/2 670.778 nm

349.8 nm
349.8 nm

16.5 ± 2.5
19.2 ± 2.9

Na I 3p 2P1/2 589.592 nm
2P3/2 588.995 nm

408.2 nm
408.5 nm

7.9 ± 1.3
6.7 ± 1.1

K I 4p 2P1/2 769.896 nm
2P3/2 766.489 nm

454.0 nm
455.2 nm

5.4 ± 0.8
6.3 ± 0.9

Rb I 5p 2P1/2 794.760 nm
2P3/2 780.027 nm

473.6 nm
479.0 nm 18.8 ± 3.0

Cs I 6p 2P1/2 894.347 nm
2P3/2 852.113 nm

494.3 nm
508.2 nm 25 ± 4

In the next section, the photoionization cross-section for the excited states of the
alkaline earth atoms is presented.

4. Alkaline Earth Atoms

The ground state configurations for the alkaline earth atoms possess a filled s-subshell,
ms2 1S0 (m = 3, 4, 5, and 6 for Mg, Ca, Sr, and Ba, respectively). The atoms from the
ground state are excited to the Rydberg states forming singlet or triplet states; msnp 1P1,
3P0,1,2. Photoionization sets in as the energy of the interacting photons is equal to the first
ionization potential of the atom. Photoionization from the ground state is represented
as ms (2S1/2) εp (` = 1; J = 0, 1, 2) continuum channels. The alkaline earth atoms show
some broad and asymmetric line profiles above the first ionization threshold due to the
simultaneous excitation of both the valence electrons. The absorption spectra of alkaline
earth atoms from the ground state to the ionization threshold and above the threshold have
been extensively studied by several groups around the globe.

A multistep-laser excitation technique has also been employed to measure the pho-
toionization cross-section for the excited states of these atoms. The data on the highly
excited states of atoms and particularly alkaline earth atoms have been studied by many
researchers around the world, and has been compiled by Gallagher [142] and Conner-
ade [143]. In Table 4, we summarize the laser wavelengths for the first step excitation
and the second step excitation/ionization to measure the photoionization cross-sections
experimentally. Except for Mg, where the first step laser is in the UV region, all the other
required laser wavelengths are in the visible region, and the experiments can be performed
with ease.

The first absolute measurement of the cross-section for photoionization from the
selectively excited 3s3p 1P1 atomic state of magnesium at the 3p2 1S0 autoionizing resonance
was reported by Bradley et al. [144] using two tunable pulsed lasers. The peak of the cross-
section was reported as (8 ± 4) × 10−16 cm2 at 300.0 nm and the half-width of resonance
was measured as 2.5 nm. Besides, the ratio of the cross-sections to the 3p2 1S0 and 1D2 states
was measured as 14:1. The effect of polarization of the lasers was exploited to identify the
angular momentum states of the autoionizing levels. Madsen and Thomsen [94] measured
the resonant photo-ionization of the 3s3p 1P1 level of magnesium at the near-resonant
light at 285 nm using a magneto-optical trap. The extracted absolute photo-ionization
cross-section was (8.1 ± 2.3) × 10−17 cm2, which is in good agreement with the theoretical
calculations. Rafiq et al. [145] measured the photoionization cross-section from the 3s3p 1P1
excited state of magnesium in the energy region from the first ionization threshold up to
1.4 eV excess energy using two-step photoionization and the saturation ionization technique
in conjunction with an atomic beam source and a time-of-flight mass spectrometer. The
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absolute value of the photoionization cross-sections from the 3s3p 1P1 excited state near the
3s ionization threshold was measured as (90± 16) Mb (at 354.5 nm ionizing wavelength) for
the dominating isotope (24Mg), whereas the value at the peak of the 3p2 1S0 auto-ionizing
resonance was determined as (785 ± 141) Mb. This measured value is in close agreement
with that reported by Bradley [144].

Table 4. Two-step excitation and ionization laser wavelengths for the Alkaline Earth Atoms.

Atom First Step (Excitation)
ms2 1S0 →msnp 1P1, 3P1

Second Step (Excitation)
msmp 1P1 →ms np 1S0, 3S1

3P1 →ms nd 1D2, 3D1,2,3

Ionization Potential
εs (J = 0, 1)
εd (J = 0,1,2,3)

Mg I 3s3p 1P1 285.213 nm
3P1 457.109 nm

375.6 nm
251.5 nm 61,671.05 cm−1

Ca I 4s4p 1P1 422.544 nm
3P1 657.278 nm

389.8 nm
293.3 nm 49,305.95 cm−1

Sr I 5s5p 1P1 460.733 nm
3P1 689.259 nm

412.6 nm
318.2 nm 45,932.09 cm−1

Ba I 6s6p 1P1 553.548 nm
3P1 791.133 nm

340.1 nm
417.1 nm 42,034.91 cm−1

In Table 5, a comparison of different experimental and theoretical results is presented
for the resonance energy, width, and q-parameter of this autoionizing resonance in magne-
sium. The agreement is reasonably good, which shows the maturity of the experimental
evidence and the theoretical models.

Table 5. Comparison of experimental and theoretical excitation energies Er, width Γ, and line
profile index q for the doubly excited 3p2 1S0 auto-ionization state of magnesium. The experimental
uncertainty is predicted by the values in the parentheses.

Energy
Er (cm−1)

Width
Γ (cm−1)

Line Profile
Index, q References

Theoretical
68,600 137 Thompson et al. [146]
68,130 271 Chang [147]
67,936 331 Moccia and Spizzo [148]
68,700 316 Fang and Chang [149]
68,231 Kim [150]
Experimental
68,275 (11) 276 (11) Bradley et al. [144]
68,268 (4) 278 (8) 24.4 (1) Bonanno et al. [151]
68,275 (11) Okasaka and Fukuda [152]
68,273 280 Shao et al. [153]
68,270 (5) 280 (5) 24.5 (5) Rafiq et al. [145]

Kim [150] calculated the photoionization cross-sections for the Mg+ (3s, 3p, 4s, and 3d)
states from the 3s3p 1,3P excited states of atomic magnesium from the first ionization thresh-
old up to the Mg+ 4p threshold limit using the enhanced non-iterative variational R-matrix
approach combined with multichannel quantum defect theory at the R-matrix surface.
Recently, Wang et al. [154] theoretically studied the photoionization cross-sections of the
excited levels (3s3p 3P0,1,2) of atomic Mg using both the nonrelativistic and fully relativistic
R-matrix method. The calculations show significant differences (a factor of 3) from the
former experimental values. More experimental measurements of the photoionization
cross-sections from the (3s3p 3P0,1,2) excited states of Mg are desirable. The gf -values of the
lower members of the principal series of calcium and photoionization cross-section at the
first ionization threshold were determined by Parkinson et al. [155] using the hook method.
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Geiger [156] calculated the bound oscillator strength distribution and density of oscillator
strength in the continuum using multichannel quantum defect theory and reported the oscil-
lator strengths of the 4s2 1S0→ 4snp 1P1 and 4s2 1S0→ 3d4p 1P1 transitions. Barrientos and
Martin [157] computed the oscillator strengths of the principal series of alkaline earth atoms
and determined the photoionization cross-section of magnesium and calcium. The relative
oscillator strengths from the 4s4p 1P1 excited state to the 4sns 1S0 (n = 6, 7), the 4snd 1D2
(n = 6, 7), the 4p2 1D2, and the 4p2 1S0 states were measured by Smith [158]. The autoion-
ization of the Rydberg series 3dnp 1P1 in calcium was studied by Karamatskos et al. [159]
using an atomic beam apparatus and the synchrotron radiation facility at BESSY. Subse-
quently, Griessmann et al. [30] measured the cross-sections of the doubly excited resonances
in calcium using a hot-wire diode detector and the synchrotron radiation facility at Ham-
burg. Lucas et al. [96] used resonance photoionization for the isotope-selective loading
of Ca ions into a Paul trap. The 4s2 1S0 → 4s4p 1P1 transition was driven by a 423 nm
laser and the atoms were photoionized by a second laser at 389 nm. The lower limit for
the absolute photoionization cross-section was reported as 170 Mb. Daily et al. [160] used
two-photon photoionization of the Ca 4s3d 1D2 level in an optical dipole trap and reported
the 4s4f 1F3 photoionization cross-section as 230 Mb. Sato et al. [161] studied the single
and double photoionization of Ca atoms between 35 and 42 nm. The absolute values of the
photoionization cross-sections for the 4s4p 1P1 and 4s4p 3P1 excited states of calcium at the
4s ionization threshold were measured by Haq et al. [162] as 140 ± 20 Mb and 117 ± 20 Mb,
respectively. This value of the photoionization cross-section is in good agreement with that
reported by Daily et al. [160].

Figure 7 shows a typical ion-signal plot, keeping the 4s4p 1P1 level saturated while
the ionizing laser wavelength was adjusted at 389.8 nm, which corresponds to the first
ionization threshold. The continuous line that passes through the experimental data
points is a fit of Equation (8), which yields the value of the photoionization cross-section.
Subsequently, the measured values of the photoionization cross-sections for the 4s4p 1P1
and 3P1 levels at the threshold were used to calibrate the f-values of the transitions excited
from the 4s4p 1,3P1 intermediate, terminating at the first ionization threshold. The Rydberg
transitions are identified as 4s4p 1P1 → 4snd 1D2 and 4s4p 3P1 → 4snd 3D2, respectively.
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Ewart and Purdie [163] studied the two-photon excitation of the even parity 5sns 1S0
and 5snd 1D2 Rydberg states and an autoionization level 4d2 1D2 just above the first
ionization threshold of strontium. The 5p1/2ns1/2 and 5p3/2 ns J = 1 autoionizing states
were reported by Xu et al. [164], whereas the even parity J = 0 autoionizing spectrum below
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the 4d5/2 threshold was reported by Kompitsas [165]. The absolute photoabsorption cross-
sections of strontium from the 5s ionization threshold to the 5p threshold were measured
by Chu et al. [35] who reported the absolute value of the cross-section for the 5s ionization
threshold as 7.2 ± 0.9 Mb. Luc-Koenig et al. [166] studied the two-photon ionization
processes from the ground state of strontium using the jj-coupled Eigen-channel R-matrix
approach combined with the multichannel quantum defect theory. Mende and Kock [167]
applied the saturation technique and determined the photoionization cross-section at the
first ionization threshold as 12 ± 2.5 Mb, which was used to calibrate the f-values of the
5s2 1S0 → 5snp 1P1 Rydberg series. The photoionization cross-sections from the 5s5p 1P1
excited state of strontium just above the first ionization threshold show a giant resonance,
with a peak cross-section as 56 (10) Mb, as stated by Mende et al. [139]. The spatial
distribution of the photons in the laser pulse was measured with a CCD camera and applied
in the evaluation procedure as a Gauss profile. Based on a 12-state non-relativistic close
coupling R-matrix calculation, the giant resonance was assigned as predominantly (5p2) 1D2
with a strong admixture of (4d2) 1D2. Baig et al. [81] presented a comparison between the
line shape of an even parity isolated autoionization resonance (4d2 + 5p2) 1D2 in strontium
excited from the ground state either via two-photon non-resonant excitation or by the
two-step resonant excitation processes. It was reported that the line shape q-parameter
is different for the two processes, while the width of the resonance is independent of the
excitation mechanism. Subsequently, Haq et al. [168] measured the photoionization cross-
section from the 5s5p 1P1 and 5s6s 1S0 levels of strontium at the first ionization threshold
as well as at six different wavelengths between 355 nm and 410 nm.

The dominant autoionizing resonance (4d2 + 5p2) 1D2 excited from the 5s5p 1P1
intermediate level is reproduced in Figure 8. The absolute value of the cross-section at the
peak of the (4d2 + 5p2) 1D2 autoionizing resonance was determined as 5450 (18%) Mb. The
photoionization cross-section was also measured at different ionizing laser wavelengths;
410 nm, 405 nm, 404 nm, 400 nm, and 390 nm. Interestingly, the measured values of
the photoionization cross-sections completely retrace the line profile of the autoionizing
resonance. The normalization was found to be very consistent, and by selecting any one
of the measured points as a reference, the value of the cross-section at any other point is
reproducible. Using Fano’s relation for an isolated autoionizing resonance, the resonance
energy (Er = 46,379 (1) cm−1), width (Γ = 45 (5) cm−1) and line profile index (q = 6.8 (2))
were extracted.
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In Table 6, a comparison of the resonance energy and width of this domination
autoionizing resonance is presented, showing a good agreement.

Table 6. Comparison of the resonance energy and width of the (4d2 + 5p2) 1D2 autoionizing resonance.

Experimental Calculated
ReferencesEnergy

(cm−1)
Width
(cm−1)

Energy
(cm−1)

Width
(cm−1)

46,380 60 - - Esherick [169]
46,376.8 56.2 - - Mende et al. [139]
46,380.1 59.6 Dai et al. [170]
- - 46,433 71 Luc-Koenig et al. [166]
46,380 56 (1) - - Baig et al. [81]
46,379 (1) 45 (5) - - Haq et al. [168]

The absolute values of the photoionization cross-sections for the 5s5p 1P1 and 5s5p 3P1
excited states of strontium at the first ionization threshold were measured by Haq et al. [171]
as 11.4 ± 1.8 Mb and 10.7 ± 1.7 Mb, respectively, using a thermionic diode ion detector.
These threshold photoionization cross-sections values were then used to determine the os-
cillator strengths of the 5s5p 1P1→ 5snd 1D2 and 5s5p 3P1→ 5snd 3D2 Rydberg transitions.
The oscillator strength densities in the continuum corresponding to the 5s5p 3P1 excited
state were determined by measuring the photoionization cross-sections at five ionizing
wavelengths above the first ionization threshold. Haq et al. [172] measured the photoion-
ization cross-section from the 5s6s 1S0 excited state of strontium using a linearly polarized
dye laser with the polarization vector along the direction of propagation. The total angular
momentum of the excited state is J = 0, therefore the Mj = 0 sublevel is populated. The
polarization vector of the ionizing laser was set parallel to that of the exciting laser, which
accessed the Mj = 0 out of the Mj = 0, ±1 sublevels of the 5s εp, J = 1 continuum. By adjust-
ing the polarization vector of the ionizing laser perpendicular to that of the exciting laser,
the accessible channels were 5s εp J = 1 and Mj = ±1, and the corresponding cross-section
at the threshold was determined as 1.1 ± 0.2 Mb. However, by adjusting the polarization
vector of the ionizing laser at the magic angle of 54.7◦, the photoionization cross-section
was measured as 1.0 ± 0.2 Mb. The measured absolute value of the photoionization cross-
section for the 5s6s 1S0 excited state of strontium at the 5s threshold was also used to extract
the f values of the 5s6s 1S0 → 5snp 1P1 Rydberg transitions.

Burkhardt et al. [76] employed multi-step laser excitation and ionization to measure
the photoionization cross-sections of the resonance levels of sodium (3p 2P3/2), potassium
(4p 2P3/2), and barium (6s6p 1P1), and their atomic densities in the ground states. In
this experiment, a beam of the atoms was generated, which intersected at the center of an
electrically shielded cell by two collinear laser beams. One laser beam was used to excite the
atoms to the resonance level and the other to photo-ionize the atoms out of that level. The
diameter of the excitation laser beam was 3 mm, and the energy of the laser was 75 µJ. The
ionization laser beam was the frequency tripled (353.3 nm) output of the same Nd:YAG laser
(1064 nm) used to pump the dye lasers. The diameter of the ionization laser beam was much
smaller than that of the exciting laser beam by a long focal length lens to make the ionizing
volume as nearly cylindrical as possible over the ion collection length. The values of the
photoionization cross-sections were reported as (3.7 ± 0.7) × 10−18 cm2, for the 3p 2P3/2
level of sodium, as (7.6 ± 1.1) × 10−18 cm2 for the 4p 2P3/2 level of potassium, and as
(17.6 ± 2.3) × 10−18 cm2 for the 6s6p 1P1 level of barium. Kallenbach et al. [173] measured
the photoionization cross-section for the 6s6p 1P1 level of barium using a thermionic
diode ion detector in combination with a two-step pulsed laser excitation and ionization
technique. The barium atoms were excited to the resonance level by a nitrogen laser (1MW,
4ns) pumped dye laser (energy 4 µJ and width 0.3 nm) tuned to the 6s2 1S0 → 6s6p 1P1
transition at 553.5 nm. The second dye laser (energy 4 µJ and width 0.08 nm) was tuned
at high lying Rydberg states and across the photoionization threshold for the 6s6p 1P1
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level of Ba at 416 nm. The absorption oscillator strengths of the 6s6p 1P1 → 6snd 3D2
transitions were measured along with the photoionization cross-section at the threshold
as (5 ± 2) × 10−20 m2. Willke and Kock [174] improved the experimental arrangements to
measure the cross-sections for photoionization for the excited states of barium by using a
Nd:YAG pumped dye laser system and a very narrow bandwidth dye laser (0.2 cm−1) in
conjunction with the thermionic diode technique. The revised value of the photoionization
cross-section for the 6s6p 1P1 level of barium at the threshold was reported as 80 Mb,
which is in good agreement with the theoretical values, 120 × 10−18 cm2 (Bartschat and
MacLaughlin [175]) and 100 × 10−18 cm2 (Greene and Theodosiou [176]). The barium ion
signal of the high-lying Rydberg transitions up to and above the ionization threshold of
the 6s continuum was also measured and the observed Rydberg series were designated
as 6s6p 1P1 → 6snd 1D2 transitions. The photoionization cross-section for the 6s6p 1P1
level was also measured above the ionization threshold up to 381 nm, showing numerous
autoionizing resonances. The polarization of the exciting and the ionizing lasers also plays
an important role in the measurement of the photoionization cross-section. Therefore,
if the exciting and the ionizing lasers pulses are linearly polarized, the photoionization
cross-section will depend on the angle θ between the two laser polarization directions
(He et al. [77]):

σ(θ) = cos2 θσ‖ + cos2 θσ⊥, (14)

where σ‖ and σ⊥ are the cross-sections for the parallel and perpendicular polarizations of
the exciting and the ionizing laser beams, respectively. When both the lasers are linearly
polarized and the polarization vectors are parallel, then only the term cos2 θσ‖ contributes
to the measured cross-section. He et al. [77] measured the absolute photoionization cross-
sections for the 6s6p 1P1 excited state of Ba in the threshold region and found a good
agreement with the theoretically calculated value. The “magic” angle was used for the
relative orientation of the linear polarization of the exciting and ionizing lasers, as, at
this orientation angle, the measured cross-section is the same as if the excited state is
populated isotropically. Keller et al. [177] measured the photoion spectra and angular
distribution of photoelectrons using a two-color, two-photon resonant ionization of barium
and probed the effect of the photoionization pathway on the autoionization processes.
Using 6s6p 1P1 and 5d6p 1P1 as intermediate states, the 5dnd autoionizing states were
studied, showing a dramatic difference in the profiles of the autoionizing resonances. Wilke
and Kock [174] measured the absolute photoionization cross-sections from an excited state
of Ba I using an improved thermionic diode technique with an excellent signal-to-noise
ratio from the threshold of the 6s continuum at 417 nm down to 370 nm. The prominent
resonances were fitted Beutler–Fano profiles, extracting the parameters that show good
agreement with the experimental as well as theoretical studies. He et al. [178] reported the
absolute cross-sections for photoionization of isotropically populated Ba (6s6p 1P1) to each
accessible final state (0, 1, and 2) from the threshold to 370 nm, using spectra obtained with
four different combinations of linear and circular polarization of the exciting and ionizing
radiation. The effects of de-alignment due to the hyperfine interaction of the nuclear spin
I = 2 isotopes of barium were also taken into account. The results were in good agreement
with R-matrix predictions of shapes and positions of autoionizing resonances as well as
the magnitudes of the background (non-resonance) cross-sections, but some discrepancies
with oscillator strengths of the autoionizing states were remarked. It was inferred that to
obtain the correct magnitude of the background cross-section theoretically, it is important to
include the electron correlation effects in the wave functions of both initial and final states.
Data were also presented that verify the equivalence of obtaining the total photoionization
cross-section by properly combining two sets of data, each acquired with a different angle
between linear polarization vectors, e.g., parallel and perpendicular, or by making a single
measurement at the magic angle, 54.740. Langadec et al. [179] reported the experimental
and theoretical studies of the photoionization for the 6p2 multiplet in barium, in the range
350–402 nm, by considering the 6p2 3P0, 6p2 1D2, and 6p2 3P2 states, after the 6p2 3P1 state,
which was studied by Carre et al. [180]. The differential cross-sections from below to above
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the 6p1/2 threshold, where several 6p1/2nl; J and 6p3/2nl resonances were excited using
different cases of laser polarizations, and the experimental results were compared with
eigen-channel R-matrix calculations. Kalyar et al. [181] measured the photoionization
cross-section measurements for the 6s6p 1P1 and 3P1 excited states of barium at the first
ionization threshold as 90 ± 14 Mb and 102 ± 15 Mb, respectively. Li and Budker [182]
measured the photoionization cross-sections of two even parity excited states of barium,
5d6d 3D1 and 6s7d 3D2, at the 556.6 nm ionization laser wavelength, and reported that
the total cross-section depends on the relative polarization of the atoms and the ionization
laser light. Kalyar et al. [183] extended these studies and investigated the line shapes of
the 6s7p configuration based on 1P1, 3D1, and 3P1 autoionizing resonances using the 6snp
(n = 6, 7, 8) and 5d6p 1P1 as intermediate states. It was inferred, based on the extracted
Fano parameters of the resonance line profiles, that the width of an autoionizing resonance
is independent of the excitation path while the line profile parameter changes with the
selection of different states. The even-parity autoionizing resonances in barium using
two-step laser excitation via the 5d6p 1P1 intermediate level covering the energy region
from the first ionization threshold to the 5d 2D 5/2 limit using an atomic beam apparatus in
conjunction with a time-of-flight mass spectrometer were studied by Kalyar et al. [184].

In Figure 9, the photoionization spectra of barium excited from the 5d6p 1P1 intermedi-
ate level are presented at two polarization vector orientations of the ionizing laser; parallel
or perpendicular to the exciting laser polarization. The selection of the combinations of po-
larization vectors of the two laser beams permits access to the final states with different total
angular momentum. The probability of absorption of a photon is proportional to the square
of the modulus of the dipole matrix element, as stated by Elizarov and Cherepkov [185]:

Wn0l0 J0m0→n1l1 J1m1 ∝
∣∣〈n1l1 J1M1|Dq|n0l0 J0M0〉

∣∣2. (15)

Here J and Mj are the total angular momentum and its projection, respectively, and
Dq are the spherical components; q = 0 applies to the linearly polarized light and ±1 to
the circularly polarized light. The Wigner–Eckart theorem leads to the separation of the
matrix element into a geometrical and physical part, as the angles are incorporated in the
coefficients and the physical part is expressed in terms of a reduced matrix element:

〈n1l1 J1M1|Dq|n0l0 J0M0〉 = (−1)J1−M1

(
J1 1 J0
−M1 q M0

)
〈n1l1 J1 ‖D‖n0l0 J0〉. (16)

The dipole matrix element describing the absorption of a second photon in the second
step can be described as:

〈n2l2 J2M2|Dq|n1l1 J1M1〉 = (−1)J2−M2

(
J2 1 J1
−M2 q M1

)
〈n2l2 J2 ‖D‖n1l1 J1〉. (17)

Only those values of the total angular momentum via the single-photon absorption
are allowed, for which the two 3j-symbols in the above two equations are non-vanishing.
In the first-step excitation from the ground state 6s2 1S0 (J = 0 and Mj = 0) with the linearly
polarized light, the 5d6p 1P1 (J = 1 and Mj = 0) level is populated. When the polarization
vector of the second-step laser beam is set parallel to that of the first-step laser, the final
states possessing Mj = 0, J = 0, and 2 are allowed while J = 1 is forbidden. However, when
the polarization vector of the second step laser is set perpendicular to that of the first laser,
the excited states possessing Mj = ±1, J = 1, and 2 are allowed but J = 0 is forbidden.
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Figure 9. Photoionization spectra of barium excited from the 5d6p 1P1 intermediate level at polariza-
tion vectors of the ionizing laser either parallel (a) or perpendicular (b) to that of the exciting laser
that enabled the assignment of the J-values of the excited levels unambiguously due to excitation
selection rules.

Thus, the 6p2 1S0 excited state is only accessible from the 5d6p 1P1 intermediate state
when the polarization vectors of the exciting as well as that of the ionizing dye lasers are
parallel to each other (Figure 9a), and this J = 0 transition will be forbidden in the case
of the polarization vector perpendicular to that of the exciting dye laser (Figure 9b). The
transitions possessing J = 0 are allowed but J = 1 are forbidden in the first arrangement.
In the second arrangement, transitions with J = 0 are forbidden and J = 1 are allowed.
Indeed, the broad autoionizing resonance 6p2 1S0 possessing J = 0 is absent in the spectrum
recorded with the polarization vectors set perpendicular to each other. Some forbidden
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lines also appear in the spectra, which may emerge either due to the admixture of the
elliptically polarized light as the light is not 100% linearly polarized or due to the hyperfine
depolarization, as reported by Wood et al. [186]. The J = 2 lines are present in both the spec-
tra, and thus the assignment of the J values to the resonances is unambiguously assigned.
As in the upper trace, the dominating lines possess J = 0; therefore, the superimposed broad
feature is identified as the 6p2 1S0 autoionizing resonance, which disappears in the lower
trace, in conformity with the spectra for the parallel polarization of the two lasers in the
work of Lange et al. [187] and Wood et al. [186] for the photoionization from the 6s6p 1P1
excited state.

The line shape of the 6p2 1S0 autoionizing resonance was fitted with Fano’s relation
(Fano [188]), describing the interaction of a discrete state with one continuum. The pho-
toionization cross-section of an isolated autoionizing state is represented as:

σ(ε) = σa
(q + ε)2

1 + ε2 + σb, (18)

where ε = (E−Er)
Γ/2 measures the departure of the incident photon energy E from the res-

onance energy Er, Γ is the width of the autoionizing resonance, σ(ε) represents the ab-
sorption cross-section for photons of energy E, whereas σa and σb are the portions of the
cross-section of the continuum that interact and do not interact with the discrete level,
respectively, and q is the line profile index parameter. The fitting yields the parameters:
resonance energy = 44,850.50 cm−1, width 980± 50 cm−1, q =−5.4± 2, and absolute value
of photoionization cross-section = 185 ± 35 Mb. The interactions between the 6p2 1S0
broad feature and the 5d5/2nd J = 0 Rydberg series were simulated using the phase-shifted
multichannel quantum defect theory (MQDT), as shown by Gallagher [142], showing very
interesting line shapes of the autoionizing resonances. There is clear evidence of a change in
the q-values of the Rydberg series of the autoionizing resonances in the vicinity of the broad
6p2 1S0 resonance. The q-parameter describes the ratio of the transition dipole moment
connecting the ground state to the discrete level and the continuum channel. The line
profile is a Lorentzian shape when q is very large, and it will be asymmetric when q is small,
with a minimum either below or above the resonance energy when q is either positive or
negative. A window resonance appears when the value of q is very small or nearly zero.

In Figure 10a, the line profile of the 5d3/2 8d (J = 0) autoionizing resonance is repro-
duced along with the Fano profile fitting of Equation (16). Due to its interaction with
the 6p2 1S0 broad resonance, the line profile is asymmetric, with a minimum above the
resonance energy and the q-value is −1.1. The experimentally observed and the simulated
line profile of the 5d3/2 9d (J = 0) autoionizing resonance is shown in Figure 10b. The
interaction with the 6p2 1S0 broad resonance reveals an asymmetric line profile, with a
minimum below the resonance energy and the extracted q-value is +1.0.

In Figure 10c, the line profile of the 5d3/2 10d (J = 0) autoionizing resonance is repro-
duced. The interaction with the 6p2 1S0 broad resonance results in a window-type line
profile. The Fano line profile fitting yields the value of q = 0.05.

Tolsma et al. [189] calculated the one and two-photon ionization cross-sections of the
aligned 6s6p 1P1 state of barium in the energy range between the 5d3/2 and 5d5/2 states of
Ba+. These photoionization spectra were also measured in the same energy region, driving
the one- or two-photon processes with the second or first harmonic of a tunable dye laser,
respectively. The calculations were performed using the Eigen-channel R-matrix method
and multichannel quantum defect theory and calculated the autoionizing resonances in
this energy range. The calculations provided an absolute normalization for the experiment,
reproduced the resonance structures in both the one- and two-photon cross-sections, and
confirmed other aspects of the experimental observations. Afrousheh et al. [190] investi-
gated the spectroscopic behavior of the 5d3/2nd (J = 0 and 2) autoionizing Rydberg series
of barium under collision with rare gases using two-photon excitation of the two valence
electrons in the 6s2 1S0 ground state of barium. The barium vapor was produced in a
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heat-pipe-like oven, and a tunable dye laser pumped by an excimer laser was used as the
excitation source. The spectral behavior of the autoionizing resonances was investigated
in the presence of inert gases Ar, Kr, and Xe at different pressures. The collision-induced
line shifts were measured and the shift parameters for the even-parity 5d3/2 nd (J = 0) and
5d3/2 nd (J = 2) autoionizing states were extracted from the data.
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In Table 7, we enlist the values of the photoionization cross-sections for the resonance
lines of alkaline earth atoms.

60



Atoms 2022, 10, 39

Table 7. Measured values of photoionization cross-sections for the resonance and inter-combination
transitions in alkaline earth atoms.

Atom First Step (Excitation)
ms2 1S0 →msnp 1P1, 3P1

Second Step (Ionization)
msmp 1P1 →ms εs, εd

3P1 →ms εs, εd

Photoionization
Cross-Section

Mg I 3s3p 1P1 285.213 nm
3P1 457.109 nm

375.6 nm
251.5 nm 90 ± 16 Mb

Ca I 4s4p 1P1 422.544 nm
3P1 657.278 nm

389.8 nm
293.3 nm

140 ± 20 Mb
117 ± 20 Mb

Sr I 5s5p 1P1 460.733 nm
3P1 689.259 nm

412.6 nm
318.2 nm

11.4 ± 1.8 Mb
10.7 ± 1.7 Mb

Ba I 6s6p 1P1 553.548 nm
3P1 791.133 nm

340.1 nm
417.1 nm

90 ± 14 Mb
102 ± 15 Mb

In the next section, the autoionizing resonances in the spectra of inert gases are presented.

5. Inert Gases

Helium is the simplest atomic system, and therefore the photoionization of helium
atoms is of considerable importance as it provides a prospect to evaluate different atomic
models and comparison with the experimental observation. Stebbings et al. [191] deter-
mined the absolute cross-section for the photoionization of helium 1s2s 1S and 1s2s 3S
metastable atoms from the threshold to 240 nm and compared the results with the the-
oretical calculations. The ultraviolet radiation was generated by frequency, doubling
the output of a nitrogen pumped dye laser. Subsequently, Dunning and Stebbings [192]
used a molecular beam in conjunction with a tunable laser and measured the absolute
cross-sections for the photoionization of helium 3p 1,3P, 4p 1,3P, and 5p 1,3P atoms excited
optically from the 1s2s 1,3S metastable levels at the wavelength used for its excitation from
the metastable states. Marr [193] reported the cross-section data for the photoionization of
the ground-state helium atoms from threshold to 200 eV and compared it with the RPAE
calculations. Domke et al. [194] (and references therein) reported an extensive study on
the double-excitation resonances of helium using a synchrotron radian facility (BESSY)
and measured the resonance energies, linewidths, Fano q-parameters, and quantum de-
fects of the various Rydberg series that were compared with the theoretical calculations.
Schulz et al. [195] measured the double-excitation resonance of helium at a much improved
spectral resolution in the soft x-ray range. The resonance parameters of the photo doubly
excited helium were determined by Rost et al. [196], who systematically analyzed the
doubly excited Rydberg series in helium, taking into account the theoretical results and
experimental data on photoionization cross-sections, the quantum defects, the width, the
oscillator strengths, and the shape parameters of the 1P Rydberg series. Chan et al. [197]
described an alternative method for the measurement of absolute optical oscillator strengths
(cross-sections) for electronic excitation of free atoms and molecules throughout the dis-
crete region of the valence-shell spectrum at high energy resolution. The absolute scale
was obtained from the Thomas–Reich–Kuhn sum-rule normalization of the Bethe–Born
transformed electron-energy-loss spectrum without involving the difficult determinations
of photon flux or target density. The measured dipole oscillator strengths for helium exci-
tation 1s2 1S→ np 1P (n = 2–7) were in excellent quantitative agreement with the earlier
calculations. The absolute measurements were also compared with other experimental
and theoretical oscillator strength determinations for photoexcitation and photoionization
processes in helium up to 180 eV, including the 2snp and 3snp autoionizing resonances in
the 59–72-eV energy region. Gisselbrecht et al. [198] reported the absolute photoionization
cross-sections of the excited, short-lived He* 1s2p 1P and 1s3p 1P states in the region close
to the He+ 1s 2S threshold (from 0 to 2 eV). The intermediate He* 1,3p states were popu-
lated by photoabsorption of a high-order harmonic of an intense picosecond tunable laser

61



Atoms 2022, 10, 39

and subsequently ionized by absorption of photons of several fixed frequencies ranging
from the near-infrared to the ultraviolet (752 nm, 532 nm, 355 nm, 266 nm). The results
confirmed the earlier experimental theoretical work. Sahoo and Ho [199] reported the
theoretical photoionization cross-sections for He 1s2s 1S and He 1s2p 1P states in a Debye
plasma environment by the complex coordinate rotation method, using a finite L2 basis
set constructed from one electron Laguerre orbitals. The plasma environment was found
to appreciably influence the photoionization cross-sections near the ionization threshold.
The photoionization cross-sections of helium were compared with other theoretical and
experimental results, showing good agreement. A new minimum in the photoionization
cross-section curve for the metastable 1s2s 1S state was also predicted.

An alternate experimental technique to access the highly excited states of helium
and autoionizing resonances in inert gases is to use a mild discharge, either a DC or
RF, that populates the metastable states. One laser is used to excite the atoms from the
metastable state to an intermediate upper level and a second tunable dye laser is employed
to access the autoionizing states. The advantage of such an experimental arrangement is
that the dye lasers working in the visible region can be used for excitation and ionization
studies. The photoionization cross-sections for the excited states can also be measured
using the saturation technique, as described for the case of alkali atoms and alkaline earth
atoms. Figure 11a,b shows the photoionization cross-sections for the 1s3p 1P and 1s3p
3P excited states of helium, at and near-ionization threshold region (0–0.2 Ry) measured
by Hussain et al. [200]. The 1s2s 1S metastable level was populated by running a DC
glow discharge, the 1s3p 1P level was populated by tuning the dye laser at 310.7 nm, and
the 1s3p 3P level by the dye laser tuned at 388.97 nm, whereas the photoionization cross-
sections were measured at different ionizing laser wavelengths: 826.4, 752, 630, 532, 501,
and 355 nm for the 1s3p 1P level and at 784.6, 752, 630, 532, 389, and 355 nm for the 1s3p 3P
level. Smooth frequency dependence of the cross-section was observed for both the excited
states following the theoretical calculations. The measured values of the photoionization
cross-sections are in close agreement with the reported theoretical values by Jacobs [201]
and experimental values by Gisselbrecht et al. [198] and Dunning and Stebbings [192].
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Figure 11. (a,b). Show the dependence of the photoionization cross-sections for the 1s3p 1P and 1s3p
3P state of helium as a function of excess energy above the first ionization threshold. The experimental
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theoretical calculation by Jacobs [201].

The oscillator strength distribution in the discrete and continuous regions of the spec-
trum of helium from the 2s 1S0 metastable using a low-pressure RF glow discharge was
measured by Hussain et al. [130]. The measured value of the photoionization cross-section
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for the 2s 1S0 excited state at the first ionization threshold was used to determine the f
values for the 2s 1S0 → np 1P1 Rydberg series from n = 10 to n = 52. The f values of the
Rydberg series decrease smoothly with an increase of the principal quantum number. In
the continuum region, the oscillator strength densities were determined by measuring the
photoionization cross-sections from the 2s 1S0 excited state at five ionizing laser wave-
lengths above the first ionization threshold. The discrete f values smoothly merge into the
continuous oscillator strength densities across the ionization threshold.

The ionization potentials of inert gases are much higher than that of the alkali atoms
or alkaline earth atoms, and therefore one needs a vacuum-ultraviolet radiation source to
observe the Rydberg series and the ionization continuum. The ground state configuration
of the inert gases is a filled p-subshell and the ionization of an outer p-electron from the
ground state yields two ionic levels; p5 (2P3/2 and 2P1/2). The p5(2P1/2) ns, nd Rydberg
levels lying above the first ionization threshold (2P3/2) are degenerated with the p5 ε`
continuum above the (2P3/2) ionization threshold, and consequently the line shapes are
broad and asymmetric due to autoionization, due to the interaction of the discrete levels
with the adjacent continuum, as shown by Fano [188]. The autoionizing resonance in
Ar, Kr, and Xe from the ground state has been studied by Yoshino [41–43], who used
conventional light sources, and by synchrotron radiation (Maden and Codling [202], Baig
and Connerade [45], and Ueda [203,204]).

The photoionization cross-sections and photoelectron angular distribution parameters
across the 4p5(2P1/2) ns’, and nd’ autoionization resonances in Ar, Kr, and Xe were reported
by Wu et al. [205], and subsequently, Maeda et al. [206] measured their photoabsorption
cross-sections in the autoionization regions. Using the ionization of inert gases from the
ground state, only the J = 1 upper levels are accessible via single-photon excitation. The
higher angular momentum states can be approached either via multi-photon excitation,
as shown by Pratt et al. [207], Koeckhoven et al. [208,209], and Blazewicz et al. [210], or by
multi-step excitation from the ground state (Rundel et al. [39], Grandin and Husson [211],
Wada et al. [212], Wang and Knight [213], King and Latimer [214], Harth et al. [215], and
Klar et al. [216]). Alternatively, the mp5(m+1)s [1/2]0 and [3/2]2 metastable states can be
populated by running a discharge enabling one to approach the ` = 0, 2 excited states via
two-photon excitation (Knight and Wang [217], L’Huillier et al. [218], Piracha et al. [85,219],
and Ahmed et al. [220,221]).

A schematic diagram for the two-step excitation and ionization for the argon atom is
shown in Figure 12.

The excited states are represented in the jcK-coupling scheme (Racah [222], Cowan [1])
as n` [K]J, where ` is the orbital angular momentum of the excited electron and K is
the vector sum of the orbital angular momentum of the excited electron and the angular
momentum of the core electrons. The total angular momentum J is the vector sum of
K and the spin quantum number of the excited electron. The prime refers to the terms
associated with the 4p5(2P1/2) ionic state. According to the electric dipole selection rules
in the jK-coupling scheme: ∆j = 0, ∆K = 0, ±1 and ∆J = 0, ±1, the Rydberg series can
be studied. Since the first excited states of all the inert gages lie more than 10 eV above
the ground state, a radiation source emitting in the VUV region is therefore required to
access these states. However, the metastable state can be populated by running a mild
discharge, either in a DC or RF environment. The excitation of an electron from the
3p sub-shell yields four levels: 3p54s [3/2]2, 3p54s [3/2]1, 3p54s’ [1/2]0, 3p54s’ [1/2]1.
The 4s [3/2]2, and 4s’ [1/2]0 are the metastable states while the 4s [3/2]1 and 4s’ [l/2]1
states are short-lived and combine instantly with the ground state. The 3p5(2P3/2) and
3p5(2P1/2) are the parent ion levels that combine with the added electron and yield the
Rydberg series converging to two ionization limits. Dunning and Stebbings [192] used
a molecular beam apparatus in conjunction with a pulsed tunable UV laser to study the
photoionization of argon and krypton in the wavelength range 325–269 nm and reported
the p5(2P1/2) nf and np levels, which autotomize into the underlying 2P3/2 continuum.
Gornik et al. [223] reported the 5p5 5d [K = 5/2]J = 3 and 5p5 5d [K = 1/2]J = 3 atomic states of
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xenon excited by two-photon absorption from the ground state. Wu et al. [205] reported the
photoionization cross-sections and photoelectron angular distribution parameters across
the autoionizing resonances for Ar, Kr, and Xe using the synchrotron radiation-based
photoelectron spectroscopy. Samson and Stolte [224] reported the absolute photoionization
cross-sections for neon, argon, krypton, and xenon from threshold to 125 eV with an
accuracy of 61 to 3% in both tabular and graphical form. These data were compared with
the optical oscillator strength measurements of Bonin et al. [44], who used the Dipole (e,
e) collision technique. The autoionizing resonances in Ar, Kr, and Xe were also studied
via three-photon excitation from the ground state by Prat et al. [207] and Koechhoven
et al. [208], who reported the p5(2P3/2) ns [1/2]1, nd [3/2]1, nd [5/2]3, and ng [7/2]3 levels.
Subsequently, Koechhoven et al. [209] reported the p5(2P3/2) np [1/2]0, np [3/2]2, nf [5/2]2,
and nf [7/2]4 autoionizing resonances in inert gases using four-photon excitation from the
ground state. The spectra of argon, krypton, and xenon in the autoionization region using
a two-step resonant laser excitation and Optogalvanic detection technique were reported
by Baig et al. [225]. By selecting (m)p5 (m + 1)p [3/2]2 as an intermediate state (m = 4, 5,
and 6 for Ar, Kr, and Xe, respectively), the (m)p5 nd [5/2]3 autoionizing resonances were
studied. The Multichannel Quantum Defect Theory (MQDT) parameters were derived
from the analysis of the series perturbations among the (m)p5 nd [5/2]3, (m)p5 nd [7/2]3,
and (m)p5 nd [5/2]3 series in the discrete region using the phase-shifted formulation of the
three-channel quantum defect theory Gallagher [142] and from the line profile analysis of
the autoionizing resonances above the first ionization threshold. The predicted reduced
widths for the autoionizing resonances based on the series perturbation analysis showed
good agreement with those of the experimentally observed profiles.
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The 2p5(2P1/2) np [J = 0, 1, 2] and 2p5(2P1/2) nf [J = 2] autoionizing Rydberg states of
Ne by two-step two-color photoionization of ground-state neon atoms via the intermediate
states 2p5 (2P3/2)3s J = 1 and 2p5(2P1/2)3s J = 1, followed by time-of-flight ion detection
and strong interference between the direct and virtual intershell photoexcitation channels
in autoionizing resonances production, especially for the np J = 0 series, were reported by
Petrov et al. [226]. The reduced width Γr = 6431 cm−1 and the quantum defect µp = 0.7634
of the 2p5

1/2 13p J = 0 resonance were found to be in good agreement with the experimental
results Γ = 5334 cm−1 and µp = 0.7662 determined with a Fano-type line shape analysis.
The even parity mp5(2P1/2) np’ and mp5 (2P1/2) nf’ autoionizing resonances of Ar, Kr,
and Xe (m = 3, 4, 5) were studied experimentally and theoretically by Petrov et al. [227]
by one-photon excitation from the lower-lying intermediate levels. The high-resolution
measurements for the Ar(nf), Kr(12p, 8f), and Xe(8p) resonances were reported and the
line shape parameters for these resonances were derived by a Fano-type analysis. The
experimental spectra and the resonance parameters were compared with theoretical calcu-
lations, which were based on the configuration interaction Pauli–Fock approach, including
core polarization.

The oscillator strengths of the 2p5 (2P1/2) nd’ J = 2, 3 autoionizing resonances in
neon were studied by Mahmood et al. [228] using a DC discharge, multistep laser excita-
tion/ionization, and Optogalvanic detection technique. The excited states were approached
using two-step laser excitation via 2p5 3p’ [1/2]1, 2p5 3p’ [3/2]1, and 2p5 3p’ [3/2]2 inter-
mediate levels, which were accessed from the 2p5 3s [1/2]2 metastable level. The f-values
were determined for the nd’ [3/2]2, nd’ [5/2]2, and nd’ [5/2]3 series following the K = J = +1
selection rules. The photoionization cross-section at the 2p5 2P1/2 ionization threshold was
determined as 5.5(6) Mb. Claessens et al. [229] reported the photoionization-cross-section
for the 2p53p 3D3 state of neon at the wavelengths of 351 and 364 nm by monitoring the de-
cay of the fluorescence of atoms trapped in a magneto-optical atom trap under the presence
of a photo-ionizing laser. The absolute photoionization cross-sections were obtained as
(2.05 ± 0.25) × 10−18 cm2 at 351 nm and (2.15 ± 0.25) × 10−18 cm2 at 364 nm ionizing laser
wavelength. The photoionization of excited (2p5 3p, J = 3) atoms over the photoelectron en-
ergy range 0–2.5 eV was calculated by Petrov et al. [69] using the configuration interaction
Pauli–Fock with a core polarization method. Subsequently, Petrov et al. [230] calculated the
photoionization cross-sections for Ne atoms in the excited 2p53p [K]J (J = 0 − 3) levels at
near-threshold energies within the configuration interaction Pauli–Fock approach, includ-
ing core polarization. The computed spectra and the line shape parameters of the odd parity
2P5 (2P1/2) ns and nd autoionizing resonances were in good agreement with high-resolution
laser spectroscopic results. In addition, the absolute partial photoionization cross-sections
for the 2P3/2 and 2P1/2 channels at photoelectron energies up to 7 eV were determined.
Except for the highest lying 2p1(1S0) level, these cross-sections monotonically decrease with
energy (as reported earlier in single-electron calculations for the Ne(2p53p) configuration)
with branching ratios that essentially reflect the core compositions of the 2px levels. For the
2p1 level, the resonance structure and the partial cross-sections were reported to be strongly
influenced by a Cooper–Seaton minimum in the d3/2 channel, located just above the 2P1/2
ionization limit. Mahmood et al. [231] reported the photoionization cross-section from
three intermediate levels 2p5 3p’ [1/2]1, 2p5 3p’ [3/2]2 and 2p5 3p’ [5/2]3 of neon up to the
2p5 2P1/2 ionization threshold using the optogalvanic technique. Baig et al. [232] measured
the excitation spectra from the 2p53p [5/2]3,2 levels in neon using two-step laser excitation
and ionization in conjunction with an optogalvanic detection in DC and RF discharge cells.
The 2p53p [5/2]3,2 intermediate levels were approached via the collisionally populated
2p53s [3/2]2 metastable levels. The Rydberg series 2p5(2P3/2)nd [7/2]4, 2p5(2P3/2)ns and
the parity forbidden transitions 2p5(2P3/2)np [5/2]3 were observed from the 2p53p [5/2]3
level, whereas the 2p5(2P3/2)nd [7/2]3, 2p5(2P3/2)ns [3/2]2, and 2p5(2P1/2)nd [5/2]3 series
were observed from the 2p53p [5/2]2 level in accordance with the J = K = ± 1 selection
rules. The photoionization cross-sections from the 2p53p’ [5/2]3 intermediate levels were
measured at eight ionizing laser wavelengths (399, 395, 390, 385, 380, 370, 364, and 355 nm),
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which is in good agreement with that reported by Petrov et al. (2008) and that from the
2p53p’ [5/2]2 level at 401.8 nm

In a high-resolution study of odd argon (2P3/2 ns, nd, J = 2, 3), Rydberg states using
transverse resonant two-photon CW laser excitation of metastable (4s 3P2) atoms in a
collimated beam via the (4p 3D3) level was performed by Weber et al. [233]. The perturba-
tions in the spectra associated with the (2P1/2 8d0, 9d0, J = 2, 3) levels and widths of the
low-lying (nd0, J = 2, 3) autoionization resonances were determined. The multichannel
quantum defect theory (MQDT) analysis of the measured bound Rydberg levels yielded
reliable Eigen-channel quantum defect parameters to describe the odd J = 2 and 3 spectra
of Ar in the bound as well as in the autoionization region. Using a mild DC discharge
system coupled with a multistep laser excitation and ionization scheme and optogalvanic
detection, Aslam et al. [234] studied the 3p5nd [3/2]2 and nd [5/2]2,3 Rydberg series, con-
verging to the 3p5(2P3/2) and (2P1/2) limits, excited from the 3p54p’ [l/2]1, 3ps4p’ [3/2]1,
and 3p54p’ [3/2]2, and the intermediate levels that were populated from the 3ps4s [3/2]2
metastable levels of argon. Three perturbers, 3p5(2P1/2)8d’ [3/2]2, 3p5(2P1/2)8d’ [5/2]2,
and 3p5(2P1/2)8d’ [5/2]3, were identified, as reported earlier by Weber et al. [233], and their
interaction with the 3p5(2P3/2) nd J = 2, 3 Rydberg series were studied using the multichan-
nel quantum defect theory (MQDT). The parameters obtained by fitting the lines shapes
of the corresponding autoionizing resonances adjacent to the first ionization threshold
3p5(2P1/2)9d [3/2]2, 3p(2P1/2) 9d [5/2]2, and 3p(2P1/2) 9d [5/2]3 show good correlation
with those determined from the MQDT analysis in the discrete region. Qian et al. [235] stud-
ied the ionization spectrum of Ar in the energy region between the ionization thresholds
for Ar+ (2P3/2) and Ar+ (2P1/2) using VUV synchrotron radiation and high-repetition-rate
IR optical parametric oscillator (OPO) laser source.

The photoionization cross-section for the 3p54p’ [3/2]1, 3p54p’ [3/2]2, and [1/2]1
intermediate levels were measured by Baig et al. [236] at the 3p5 2P1/2 ionization threshold
as 34 ± 5, 31 ± 5, and 28 ± 4 Mb, respectively. The absolute values of the cross-section at
the 3p5 2P1/2 threshold were used to determine the f-values for the 4p’ [3/2]1 → nd [5/2],
4p’ [3/2]2 → nd [5/2]3, and 4p’ [1/2]1 → nd [3/2]2 Rydberg transitions. In Figure 13, we
reproduce the 3p5(2P1/2)nd [5/2]3 Rydberg series due to excitation from the 3p54p’ [3/2]2
intermediate level showing the linear behavior of the optogalvanic detector, as the intensi-
ties of the higher members of the series decreases nearly to (1/n3) and the calibration of the
f-values was straight forward. In Table 8, we enlist the results of the line profile analysis of
the leading autoionizing resonances in Ar, Kr, and Xe, revealing the resonance energies,
widths, line profile parameters, effective quantum number, and reduced widths.

Wright et al. [237] reported an experimental and theoretical study of the photoion-
ization of even parity autoionizing Rydberg series of argon. The 4s’ [1/2]0 and 4s [3/2]2
metastable states were used to access the even-parity autoionizing resonances between
the first and second ionization limits and the widths and energies of the overlapping res-
onances data were determined by fitting to a sum of Fano-type or Shore-type profiles. A
combination of synchrotron radiation and lasers was exploited by Lee et al. [238], who used
synchrotron radiation to excite the 3p5(2P1/2) {3d’ [3/2]1, 5d’ [3/2]1, 5s’ [3/2]1, 5s’ [1/2]1,
7s’ [1/2]1}, and 3p5(2P3/2) {6d [1/2]1, 6d [3/2]1, and 8s [3/2]1} intermediate levels and
then the autoionizing Rydberg series 3p5(2P1/2)np’{ [1/2]0,1, [3/2]1,2, and nf’ [5/2]2}) were
excited using lasers. The spectral line shapes of the autoionizing resonances were ana-
lyzed with Beuler–Fano profiles. Petrov et al. [70] (reported the 3p5

1/2 np J = 0, 1, 2 and
3p5

1/2nf J = 2 autoionizing Rydberg states of Ar by two-step two-color photoionization of
ground-state argon atoms via the intermediate levels 3p5

1/24s [1/2]1, 3p5
3/25s [3/2]1, and

3p5
3/23d [1/2]1, followed by time-of-flight ion detection. Accurate energy positions and

widths were determined for the 15p [1/2]0, 15p [3/2]2, and 13f [5/2]2 resonances. The mea-
sured spectra and earlier results obtained for the intermediate levels 5s [1/2]1,7s [1/2]1, and
8s [3/2]1 were compared with absolute cross-sections and calculated with the configuration
interaction Pauli–Fock core-polarization method.
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Figure 13. The 3p5(2P1/2)nd [5/2]3 Rydberg series excited from the 3p54p’ [3/2]2 intermediate level
in argon. The nd series is dominating in intensity, as compared with the ns series.

Table 8. Line profile analysis of the autoionizing resonances in Ar, Kr, and Xe.

Atom Resonance Er (cm−1) Γ (cm−1) q ν1/2 Γr=
(
Γν3

1/2
)

Ar 9d′ [5/2]2 127 075 (1) 8 (1) −30 (5) 8.651 (2) 5180
9d′ [5/2]3 127 090 (1) 9 (2) −30 (5) 8.695 (2) 5915

Kr 6d′ [5/2]2 113 205 (3) 45 (5) −35 (5) 4.648 (2) 4520
6d′ [5/2]3 113 285 (3) 50 (5) −30 (5) 4.685 (2) 5140

Xe 7d′ [5/2]2 103 008 (3) 40 (8) −20 (5) 4.524 (2) 3700
7d′ [5/2]3 103 110 (3) 55 (8) −20 (5) 4.567 (2) 5240

The pioneering work on the absorption spectrum of krypton was reported by Beutler [239]
in which the 4p5 ns and 4p5 nd odd-parity J = 1 states were observed. Yoshino and
Tanaka [42] extended these studies by observing the 4p5 nd series up to a much higher
principal quantum number and extracting the value of the first ionization potential of
krypton. Klar et al. [240] used two-step laser excitation of metastable Kr (4p55s 3P0,2) atoms
via selected Kr (4p55s J = 1, 2) levels, and recorded the low-lying autoionizing resonances
Kr(2P1/2 nd, J = 2, 3) (n = 6, 7) at high resolution in two different experiments (atomic
beam spectroscopy and opt-galvanic spectroscopy in a discharge). Accurate values for the
resonance positions (quantum defects) and the (reduced) widths were determined, and
the profile indices were reported. For comparison, multichannel quantum defect theory
(MQDT) analyses, using energy-dependent MQDT parameters, were carried out for the
odd Kr (J = 1, 2, 3) levels, yielding good agreement in the quantum defects and partial
agreement in the predicted reduced widths for the nd resonances with the experimental
values. Moreover, the simplified phase-shifted quantum defect theory analyses of the
measured bound odd Kr (J = 2 and 3) Rydberg levels were carried out to provide improved
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insight into the dominant decay mechanism of the resonances. A summary and comparative
discussion of the reduced widths for the nd [K]J resonances of all the rare-gas atoms Ne,
Ar, Kr, and Xe was also presented. The odd-parity autoionizing resonances in krypton
4p5ns [1/2]0,1, 4p5nd [3/2]2, and 4p5nd [5/2]2,3 excited from three intermediate levels
4p5 5p’ [1/2]1, 4p5 5p’ [3/2]1, and 4p5 5p’ [3/2]2 were studied by Baig et al. [241] using
resonant two-photon excitation from the 4p5 5s [3/2]2 metastable level in a mild DC
discharge and an optogalvanic detection technique.

To demonstrate the utility of the selected polarization vectors of the first and sec-
ond laser, the autoionizing resonance for n = 8 in krypton, 4p58d’ [3/2]2, 4p58d’ [5/2]2,
and 4p58d’ [5/2]3 excited from the 4p55p’ [1/2]1, 4p55p’ [3/2]1, and 4p55p’ [3/2]2 inter-
mediate levels using both the lasers linearly polarized were studied. Within the frame-
work of the transitions selection rules, only the 5p58d’ [3/2]2 transitions are allowed
from the 4p55p’ [1/2]1 intermediate level and the line profile is shown in Figure 14a.
The 5p58d’ [5/2]2 is only accessible from the 4p55p’ [3/2]1 intermediate level and, in-
deed, an isolated resonance was observed, as shown in Figure 14b. However, both the
4p58d’ [5/2]2 and 4p58d’ [5/2]3 states are allowed from the 4p55p’ [3/2]2 intermediate
level, but 4p58d’ [5/2]3 dominates in intensity. The line profiles are shown in Figure 14c.
Since both the resonances possess different J-values, they are non-interacting, and therefore
the individual profiles were fitted and the sum of the two profiles yields the full curve. The
fitted Fano profile for the 4p58d’ [5/2]2 resonance is with q-parameter = −90, Γ = 14 cm−1

and Er = 115,792.5 cm−1 and that of 4p58d’ [5/2]3 is q-parameter = −50, Γ = 17 cm−1 and
Er = 115,819 cm−1. The even parity autoionizing resonances in krypton were studied by
Li et al. [242] from the metastable states 4p55s [3/2]2 and 4p55s’ [1/2]0 using a pulsed
DC discharge and subsequent single-photon excitations to the 4p5np’ [3/2]1,2, [1/2]1 and
4p5nf’ [5/2]3 Rydberg states.

The work on the Rydberg states in Xe below the 5p5 2P3/2 or 5p5 2P1/2 thresholds
accessed from the Xe 5p6 1S0 ground state includes one-photon excitation of the odd parity
ns J = 1 and nd J = 1 states and multiphoton excitation of odd or even Rydberg states by
non-resonant or resonant multiphoton excitation. In addition, single-photon or resonant or
non-resonant two-photon excitation from the metastable levels of Xe has been exploited
to study even and odd Rydberg states. Using two different experimental set-ups involv-
ing optogalvanic spectroscopy and atomic beam spectroscopy with mass spectrometric
ion detection, respectively, Hanif et al. [243] reported the 5p5 2P1/2 nd [K = 3/2]J = 2 and
[K = 5/2]J = 2,3 autoionizing resonances of xenon by means of two-step resonant laser
excitation from the metastable Xe (J = 2, 0) levels. By selecting a particular intermediate
level, 6p [1/2]1 and 6p [3/2]1,2, autoionizing resonances with specified K and J values
were addressed. Level energies and resonance widths were derived by a Beutler–Fano-
type line shape analysis. Extended calculations for the Xe (ns J = 0, 1), Xe (nd J = 1, 2, 3),
and Xe (ng J = 3) autoionizing resonances were also performed based on the Pauli–Fock
approach and include core polarization and electron correlation effects at a high level.
Alois et al. [244] studied the photoionization of short-lived Rydberg states in Xe using
resonant atomic excitation by synchrotron radiation and subsequent ionization by a tunable
dye laser. By combining circular and linear polarization of the synchrotron as well as of
the laser photons, the partial photoionization cross-sections were separated in the region
of overlapping autoionizing resonances of different symmetry and the parameters of the
resonances were extracted. Hanif et al. [243] observed the even parity autoionizing reso-
nances built on the 5p5 7p and 5p5 4f configurations in xenon using the laser optogalvanic
detection technique in conjunction with a DC discharge cell. The autoionizing resonances
5p5 7p [1/2]1 and 5p5 7p [3/2]1 excited from the 5p5 6s [1/2]0 metastable level and the
5p5 7p [3/2]2 resonance excited from the 5p5 6s [1/2]1 level were studied. In addition, the
5p5(2P1/2)nf (n = 4 and 5) autoionizing resonances excited from the collisionally populated
levels of the 5p55d configuration were investigated. The resonance energies, quantum de-
fects, line-shape parameters, and resonance widths were determined by fitting the observed
resonance profiles to Fano’s formula for the photoionization cross-section. Petrov et al. [245]

68



Atoms 2022, 10, 39

studied the near-threshold photoionization from the excited states of p5p (J = 0–3) levels of
Ar, Kr, and Xe. The absolute total and partial cross-sections for photoionization of excited
mp5(m+1)p J = 0–3 levels in Ar, Kr, and Xe (m = 3–5) near the threshold was calculated
using the configuration interaction Pauli–Fock, including the core polarization (CIPFCP)
approach. The line shapes of the mp5 (2P1/2) ns and nd autoionizing resonances and their
variation with the character of the intermediate excited J = 0–3 state were also studied.
Sukhorokov et al. [53] presented a review of the experimental and theoretical studies of the
threshold photoionization of the heavier rare-gas atoms with particular emphasis on the
autoionizing resonances in the spectral region between the lowest two ionization thresholds
2P3/2 and 2P1/2, accessed from the ground or excited states. The observed trends in the
positions, widths, and shapes of the autoionizing resonances depending on the atomic
number, the principal quantum number n, the orbital angular momentum quantum num-
ber, and further quantum numbers specifying the fine- and hyperfine-structure levels were
summarized and supplemented with the ab initio and multichannel quantum defect theory
calculations. Besides, the effects of various approximations in the theoretical treatment of
photoionization in these systems were analyzed. The studies on the measurements of the
photoionization cross sections for the excited states of atoms, molecules, and ions are still
very actively being carried out at different synchrotron radiation facilities, and new data
are being provided to compare with the theoretical models.

The ionization dynamic of atoms exposed to high power lasers, (intensities of 1020 W/cm2,
short pulse duration of 10 fs, and high repetition rates) has been extensively studied, as
the presence of strong laser fields that drastically alters the nature of atomic systems. The
interaction of laser field with atoms in the regime from multiphoton to tunneling ionization
has been comprehensively studied by several groups that are summarized in a review
by DiMauro et al. [246]. Yamakawa et al. [247] exposed Xe atoms to an IR laser (800 nm
laser wavelength, 20 fs pulse duration) having an intensity range of 1013–1018 W/cm2 and
observed the ion yields of Xe+–Xe20+ as a function of laser intensity. The experimental data
were compared with the results from a single active electron-based Ammosov–Delone–
Krainov model. A double laser-plasma technique was used by Lu et al. [248] to measure
the photoabsorption spectrum of Bi+ covering the wavelength range from 37 and 60 nm.
One laser was used to produce the vacuum ultraviolet continuum radiation and the second
laser-produced plasma was used as the sample of atoms to be probed. The observed struc-
ture was identified due to 5d–6p transitions with the help of the Cowan suit to the atomic
codes. The synchrotron radiation (SR) facilities have been extensively used to study the
photoionization from the ground state of the atoms. A combination of synchrotron radiation
with a tunable laser further enhanced the capabilities to study the photoionization from
the excited states. Aloise et al. [244] used the resonant atomic excitation by synchrotron
radiation and subsequent ionization by a tunable dye laser to study the photoionization
of short-lived Rydberg states. The 5d (J = 1) level of xenon at 10.401 eV and 7s (J = 1) at
10.562 eV were excited from the ground state with SR. The 4f’ (J = 2) autoionizing resonance
from the 5d J = 1 and the 8p’ J = 0, 1, 2 autoionizing resonances from the 7s J = 1 level were
investigated. By combining the circular and linear polarization of the synchrotron radiation
as well as the laser photons, the partial photoionization cross-sections were measured.
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intermediate level in krypton. (b). The 5p58d’ [5/2]2 autoionizing resonances excited from the
4p55p’ [3/2]1 intermediate level in krypton. (c). The 5p58d’ [5/2]2 and 5p58d’ [5/2]3 autoionizing
resonances excited from the 4p55p’ [5/2]2 intermediate level in krypton.

The advent of powerful soft X-ray sources based on storage rings with insertion
devices, free-electron laser (FEL), and high-harmonic generation techniques, has opened
up new avenues for the photoionization studies of small quantum systems. The first FEL
facility (FLASH) was developed at DESY, Germany, in 2005, which provides ultra-short
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pulses at high fundamental photon energies (13–48 nm) with high peak and average power.
For the pump-probe experiments, an optical laser facility was also set up, which provides
femtosecond infrared (110 fs, 800 nm) and picosecond visible (12 ps, 532 nm) pulses,
electronically synchronized with the FEL (pulse duration 19–50 fs) pulses. Mayer et al. [249]
measured the two-photon ionization of atomic helium by combining the femtosecond
extreme ultraviolet pulses from the free-electron laser (FLASH) with the intense light
pulses from a synchronized neodymium-doped yttrium lithium fluoride laser. The two-
photon ionization measurements were in good agreement with the theoretical predictions.
Sorokin et al. [250] studied the multiphoton ionization of neon and helium by the ion
mass-to-charge spectroscopy using a focused beam at 42.8 nm, 38.4 eV photon energy, and
irradiance of up to 1014 W/cm2 and observed direct, sequential, and resonant two-, three-,
and four-photon excitations as a function of absolute photon intensity. It was inferred
that the atomic and ionic photoionization cross-sections are dominantly due to sequential
excitation as compared to direct multiphoton processes. Martins et al. [251] studied the
multiphoton ionization of neon atoms using the PG0 branch of the FLASH monochromator
beamline to observe the Ne+ 2p → n` resonances in the energy region 41 and 42 eV.
Richter et al. [252] studied the photoionization of different rare gases acquired at FLASH by
applying ion spectroscopy at the wavelength of 13.7 nm and irradiance levels of thousands
of terawatts per square centimeter. The degree of nonlinear photoionization was found to
be significantly higher than for neon, argon, and krypton. The collective giant 4d resonance
of Xe may be responsible for this effect, which arises in this spectral range. Schippers
et al. [55] presented the use of X-rays from a synchrotron radiation source and the photo-ion
merged-beams technique to study the photoionization of mass/charge selected ionized
atoms, molecules, and clusters. Examples for photoionization of atomic ions were discussed
by going from the outer shell ionization of simple few-electron systems to the inner-shell
ionization of complex electron ions. The unique capabilities of the photon-ion merged-
beams technique for the study of photoabsorption by nanoparticles were demonstrated by
the examples of endohedral fullerene ion. Young et al. [56] reported a roadmap of ultrafast
X-ray atomic and molecular physics, highlighting the contributions into four categories:
ultrafast molecular dynamics, multidimensional x-ray spectroscopies, high-intensity x-ray
phenomena, and attosecond x-ray science. The development of X-ray free-electron lasers
(XFELs) and table-top sources of x-rays based upon high harmonic generation (HHG)
have revolutionized the field of ultrafast x-ray atomic and molecular physics. XFELs
provide very intensity (1020 W cm−2) of X-rays at wavelengths down to ∼10 nm, and
HHG provides high time resolution (∼10−18 s) and a large coherent bandwidth at longer
wavelengths. Thus, one can focus on individual atoms and view electronic and nuclear
motion on their intrinsic scales using these X-ray sources. The XFEL (European XFEL,
Swiss-FEL, and PAL-FEL in Korea) has opened new fields of multiphoton and nonlinear
X-ray physics, where the behavior of matter under extreme conditions can be explored. The
time resolution and pulse synchronization provided by HHG sources are used to study the
time delays in photoionization, and charge migration in molecules. At the 60th anniversary
of the ICPEAC conference celebrations, three roadmaps on photonic, electronic, and atomic
collision physics were published. Ueda et al. [57] presented Roadmap I, in which the focus
was on light-matter interaction. With the advent of new light sources, such as X-ray free-
electron lasers and attosecond lasers, studies of ultrafast electronic and molecular dynamics
are rapidly growing. Besides, experiments with the established synchrotron radiation
sources and femtosecond lasers using state-of-the-art detection systems are enlightening
new scientific areas that have never before been explored. The photon-target experiments
are growing from atoms and small molecules to complex systems such as biomolecules,
fullerene, clusters, and solids. This roadmap contains several exciting contributions by
experts in the fields, such as photoionization of ions, photo-double ionization of atoms
and molecules, molecular-frame photoelectron angular distributions from static to time-
resolved, and photo-induced reaction dynamics probed by COLTRIMS.
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A review of the recent work on the photoionization of atomic ions of astrophysical
interest was presented by Schippers and Muller [58] based on the experimental work
performed at the photon-ion merged-beam setup PIPE, installed at the XUV beamline of
PETRA III synchrotron radiation source operated by DESY, Hamburg, Germany. Results
on single and multiple L-shell photoionizations of Fe+, Fe2+, and Fe3+ ions, and single and
multiple K-shell photoionizations of C−, C+, C4+, Ne+, and Si2+ ions were discussed in
an astrophysical context. Interestingly, it was inferred that the results of the photon-ion
merged-beams method at the world’s brightest synchrotron radiation light source has
led to a breakthrough in the experimental study of atomic inner-shell photoionization
processes with ions. Katravulapally et al. [253] studied the photoionization of lithium-
ion via its double-excited states 2s2p 1P using a free-electron laser (FEL) radiation and
also calculated the ionization yield using the perturbative statistical description of the
atomic dynamics. It was inferred that the FEL temporal fluctuations affect the line shape,
and is strongly dependent on intensity and pulse’s coherence time. A further increase
in intensity enhances the Li2+ ionization, causing further distortion in the line shape of
Li+. The two-photon ionization cross sections and asymmetry parameters within the
independent-particle approximation and relativistic second-order perturbation theory were
calculated by Hofbrucker et al. [254]. The dependence of the asymmetry parameters on
the polarization and energy of the incident radiation as well as on the angular momentum
properties of the ionized electrons were studied. These studies have also been expanded
for measuring the photoionization cross-section of the simplest enol and vinyl alcohol, as
shown by Rosch [255], who employed multiplexed photoionization mass spectrometry at
308 nm and reported the cross-sections 7.5 ± 1.9 Mb and 10.005 eV and 8.1 ± 1.9 Mb at
10.205 eV. There are several papers addressing the photoionization cross sections for the
excited states of atoms published every year, and this field of research is still very active.

6. Conclusions

The photoionization cross-sections for the excited states of alkali atoms, alkaline earth
atoms, and inert gases have been presented as studied by several researchers. It is observed
that, by in large, the measured photoionization cross-sections by different groups are in
reasonable agreement and also agree with the theoretical calculations. The situation in the
alkali atoms is very satisfactory, as the issue of normalization that was persistent in the early
measurements has been overcome by employing many advanced experimental techniques
such as multi-step laser excitation, the saturation technique, and the technique of ion
trapping and cooling to monitor the intensity variations. Three experimental techniques
are commonly used; thermionic diode-ion detector, the optogalvanic detection-based
system, and atomic beam apparatus coupled with a time-of-flight mass spectrometer. The
measurement using a thermionic diode ion detector has to be done very carefully as it is
prone to suffer from the linearity of the detection system and accurate determination of the
interaction area. However, with careful alignment and proper adjustment of the exciting
and ionizing laser beams, reliable measurements can be performed. The situation in the
optogalvanic-based detection system is relatively better, as the interaction area is very small
and can easily be determined at the crossing point of the exciting and the ionizing laser
beams in a discharge. The preferable experimental setup is an atomic beam apparatus
coupled with a time-of-flight mass spectrometer, as the interaction area is well defined at
the intersection of the atomic beam and the exciting and ionizing laser beams. The TOF
mass spectrometer has the advantage over the thermionic diode and the atomic beam
apparatus, as it enables simultaneous measurement of different spectroscopic properties
of the selected isotopic masses. It also ensures that the emergence of the photoion signal
is purely due to the isotope of interest. Further, it is possible to study the singly, doubly,
triply, etc., photoionization states of atoms. The measurements of the photoionization
cross-sections for different excited states of the two isotopes of lithium and three isotopes of
magnesium have demonstrated the advantage of this experimental setup. There have been
extensive calculations on the highly ionized atomic systems, whereas experimental data are
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available on the photoionization from the excited states of atoms and molecules. With the
availability of intense VUV/soft X-ray radiation sources such as storage rings along with
insertion devices and free-electron lasers, the field of measuring the photoionization cross-
section from the excited states of atoms, molecules, and ions using improved experimental
techniques and supplemented by the more advanced theoretical calculations will remain
an active area of research in the coming years.
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Abstract: Photoionization of neutral chlorine atom is investigated in this paper in the framework
of the screening constant per unit nuclear charge (SCUNC) method. Resonance energies, quantum
defects and effective charges of the 3s23p4 (3P2,1,0)ns and 3s23p4 (3P1,0)nd Rydberg series originating
from both the 2P0

3/2 ground state and the 2P0
1/2 excited state of chlorine atom are reported. The

present study believed to be the first theoretical investigation is compared with the recent exper-
imental measurements (Yang et al., Astrophys. J. 810:132, 2015). Good agreements are obtained
between theory and experiments. New SCUNC data are tabulated as useful references for interpreting
astrophysical spectra from neutral atomic chlorine.

Keywords: photoionization; resonance energy; quantum defect; Rydberg series; effective charges;
ground state; excited state; SCUNC

1. Introduction

Photoionization is a fundamental tool for probing our understanding of atomic struc-
ture and spectra. Knowledge of the latter is important for many derived processes and
studies. Examples include understanding photon–plasma interactions, determining the
abundance of chemical elements in astronomical objects [1], and modeling and diagnosing
astrophysical and laboratory plasmas [2,3], to name but a few. One of the most impor-
tant elements to study is chlorine which has been detected in numerous astrophysical
objects, such as the planetary nebula NGC2818 [4], Jupiter’s moon Io [5] and others. In
addition, chlorine is used in many different applications in our daily lives, and more
than that, it can be used to determine the physical conditions and chemical evolution of
astronomical objects. However, as a chemical element existing both on Earth and in space,
it is important to study its properties to facilitate its identification in astrophysical and
laboratory plasmas, as well as its modeling for different applications. However, to date,
determining its abundance remains a challenge and has been the subject of several studies
over the last decade [6]. Experimental and theoretical studies were the subject of active
researches as far as chlorine element is concerned. In the past, the R-matrix approach was
used in the calculation of photoionization cross sections of Cl and Br [7,8]. In addition,
the first absolute photoionization cross-section measurements for atomic chlorine were
made from the1Sionization threshold at 16.4 eV to 75 [9].On the other hand, investigations
were carried out in the calculations of oscillator strengths for ultraviolet resonances in
Cl+ and Cl2+ [7,10], in the photoionization cross section measurements of chlorine Cl+

cation [8,11], in the experimental and theoretical photoionization of Cl2+ [9,12] and in the L-
shell photoionization of magnesium-like ions with new results for Cl5+ [10,13]. In addition,
theoretical investigations were carried out for Cl+ in the framework of the dirac-coulomb
R-matrix method [11,14] and for Cl5+ using the clean-channel R-matrix approach [15]. In
the recent past, photoionization on Cl+ was performed with the framework of the screening
constant per unit nuclear charge (SCUNC) method [16] and of the relativistic Breit-Pauli
R-matrix method (BPRM) [3]. Despite major efforts to understand the properties of neutral
chlorine and its ions, atomic data on neutral chlorine are still scarce in the literature. The
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scarcity of theoretical calculations for Cl is due to its open-shell structure, which makes it a
difficult atom for theorists, but also to some extent to its high reactivity [17]. In the recent
past, vacuum ultraviolet photoion (VUV-PI) and VUV photoion pulsed field ionization
(VUV-PFI-PI) measurements of the resonance energies in Cl were taken and the dominant
series due to the 3p→ ns and 3p→ nd resonances were identified [18] to perfect and extend
the earlier measurements [19] to more excited states n = 61. However, in the experiment
carried out by Yang et al. [18], we note a number of shortcomings. The resonance energies
measured for certain series of resonances are uncertain, and for all the series considered
by these authors in their experiments, the quantum defects derived from experimental
measurements of resonance energies are imprecise, and their variation in all directions is
considered unsatisfactory. The goal of the present study is to report accurate resonance
energies and quantum defects belonging to the identified 3p→ ns and 3p→ nd resonances
in Cl [18]. For this purpose, we apply the SCUNC formalism [16,20,21]. Section 2 gives a
brief overview of the calculation methodology. In Section 3, we present and discuss the
results obtained, andwe draw conclusions in Section 4.

2. Theory

For a given (2S+1LJ)nl—Rydberg series, the general expression for the resonance ener-
gies En is given by (in Rydberg) [16,20,21]

En = E∞ −
Z2

n2

[
1− β(nl; s; µ, ν; 2S+1LJ ; Z)

]2

(1)

In Equation (1), ν and µ (µ > ν) denote the principal quantum numbers of the (2S+1LJ)nl
Rydberg series used in the empirical determination of the fk—screening constants, s rep-
resents the spin of the nl-electron (s = 1/2), E∞ is the energy value of the series limit and Z
stands for the atomic number. The β-parameters are screening constants by unit nuclear
charge expanded in inverse powers of Z and given by the following equation:

β
(

Z, 2S+1LJ , n, s, µ, ν
)

=
q

∑
k = 1

fk

(
1
Z

)k
(2)

where fk = fk(
2S+1LJ , n, s, µ, ν) are screening constants to be evaluated empirically. In

Equation (2), q stands for the number of terms in the expansion of the β–parameter. The
resonance energy (En) is in the following form:

En = E∞ −
Z2

n2

{
1−

f1(
2S+1Lπ

J )

Z(n− 1)
−

f2(
2S+1Lπ

J )

Z
±

q

∑
k = 1

q′

∑
k′ = 1

f k′
1 F(n, µ, ν, s)×

(
1
Z

)k




2

. (3)

In Equation (3), f1(
2S+1Lπ

J ) and f2(
2S+1Lπ

J ) are screening constants to be evaluated.

±
q
∑

k = 1

q′

∑
k′ = 1

f k′
1 F(n, µ, ν, s)×

(
1
Z

)k
is a corrective term introduced to stabilize the resonance

energies with increasing the principal quantum number n.
In general, resonance energies are analyzed from the standard quantum-defect expan-

sion formula

En = E∞ −
RZ2

core

(n− δ)2 . (4)

In Equation (4), E∞ denotes the converging limit, R is the Rydberg constant, here,
R = RCl = 109,735.6176 cm−1 represents the Rydberg constant for the Cl atom, which is
obtained from the relation RCl = R∞/(1 + me/M), where R∞ = 109,737.3157 cm−1, M is the
mass of Cl+, and me is the rest mass of the electron; Zcore represents the electric charge
of the core ion and δ means the quantum defect. In addition, theoretical and measured
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energy positions can be analyzed by calculating the Z*-effective charge in the framework of
the SCUNC-procedure.

En = E∞ −
Z∗2

n2 R. (5)

Furthermore, comparing Equations (3) and (5), the effective charge is in the follow-
ing form:

Z∗ = Z

{
1−

f1(
2S+1Lπ

J )

Z(n− 1)
−

f2(
2S+1Lπ

J )

Z
±

q

∑
k = 1

q′

∑
k′ = 1

f k′
1 F(n, µ, ν, s)×

(
1
Z

)k


. (6)

In addition, the f 2-parameter in Equation (3) is theoretically determined from Equation (6)
with the following conditions:

lim
n→ ∞

Z∗ = Z
(

1− f2(
2S+1Lπ)

Z

)
= Zcore. (7)

So, we then get the following form:

f2

(
2S+1Lπ

J

)
= Z− Zcore (8)

For a photoionization process from an atomic Xp+, we obtain the following form:

γ + Xp+ → Xp+1 + e− (9)

where γ is the absorbed photon. Using (9), we find Zcore = p +1. For the neutral chlorine
atom (Cl) considered in this work, Equation (9) becomes γ + Cl → Cl+ + e−, therefore
Zcore = 1 and f2

(
2S+1Lπ

J

)
= (17− 1) = 16.0. The remaining f1

(
2S+1Lπ

J

)
-parameter is

evaluated empirically using experimental data [18] for a given (2S+1LJ)nl level with ν = 0 in
Equation (3). The results obtained are indicated in the caption of the corresponding table.
The details of the calculation are clearly explained in our previous original papers [16,20,21].

In addition, using Equations (4) and (5), we get

Z2∗

n2 =
Z2

core

(n− δ)2

which means
Z∗ =

Zcore(
1− δ

n

) . (10)

Equation (10) indicates clearly that each Rydberg series must satisfy the following
SCUNC conditions: 




Z∗ ≥ Zcore i f δ ≥ 0

Z∗ ≤ Zcore i f δ ≤ 0

limZ∗
n→∞

= Zcore

. (11)

The resonance energies, quantum defects and effective charges of the 3s23p4 (3P2,1,0)ns
and 3s23p4 (3P1,0)nd Rydberg series of Cl studied in the present work are listed in Tables 1–9,
and comparisons are done with previous experimental measurements [18,19]. From (4) we
obtain the following form for the quantum defect:

δ = n− Zcore

√
R

(E∞ − En)
. (12)
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Table 1. Resonance energies (En), quantum defect (δ) and effective charge (Z*) for the
3s23p5 2P0

3/2 → 3s23p4 (3P2)ns (4P5/2) Rydberg series in Cl I. The present SCUNC- calculations
are compared with experiments [18]. Here, f 1 (3P2; 4P5/2; 2P0

3/2) = −2.2115 ± 0.0078 with µ = 23.

ns

Chlorine Initial State: 3s23p5 2P0
3/2

Rydberg Series
3s23p4 (3P2)ns (4P5/2)

SCUNC Experimental Data SCUNC Experimental Data SCUNC

En (cm−1) En (cm−1) a δ δ a Z*

23 104,339.78 104,339.78 2.101 2.108 1.101
24 104,362.21 104,361.03 2.100 2.157 1.096
25 104,381.78 104,380.42 2.099 2.173 1.092
26 104,398.94 104,397.54 2.098 2.185 1.088
27 104,414.07 104,413.48 2.097 2.139 1.085
28 104,427.49 104,426.07 2.096 2.207 1.082
29 104,439.43 104,438.29 2.094 2.195 1.079
30 104,450.12 104,448.99 2.093 2.204 1.076
31 104,459.71 104,458.49 2.091 2.225 1.074
32 104,468.36 104,467.04 2.090 2.250 1.071
33 104,476.18 104,476.51 2.088 2.043 1.069
34 104,483.28 104,483.55 2.086 2.045 1.067
35 104,489.74 104,490.51 2.084 1.958 1.065
36 104,495.63 104,495.51 2.083 2.104 1.063
37 104,501.02 104,500.80 2.081 2.124 1.061
38 104,505.97 104,505.65 2.079 2.147 1.060
39 104,510.53 104,510.02 2.077 2.193 1.058
40 104,514.72 104,514.27 2.076 2.187 1.057
41 104,518.60 104,518.21 2.074 2.178 1.055
42 104,522.19 104,522.23 2.072 2.060 1.054
43 104,525.51 104,525.23 2.071 2.159 1.053
44 104,528.61 104,528.27 2.069 2.182 1.051
45 104,531.49 104,531.11 2.067 2.202 1.050
46 104,534.17 104,533.69 2.066 2.250 1.049
47 104,536.68 104,536.29 2.064 2.222 1.048
48 104,539.02 104,538.66 2.062 2.220 1.047
49 104,541.21 104,540.83 2.061 2.241 1.046
50 104,543.27 104,542.87 2.059 2.261 1.045
51 104,545.21 104,544.89 2.058 2.227 1.044
52 104,547.03 104,546.65 2.056 2.269 1.043
53 104,548.74 104,548.45 2.055 2.228 1.043
54 104,550.35 104,550.06 2.053 2.240 1.042
55 104,551.88 104,551.57 2.052 2.259 1.041
56 104,553.32 104,552.97 2.050 2.297 1.040
57 104,554.68 104,554.38 2.049 2.274 1.039
58 104,555.97 104,555.67 2.048 2.284 1.039
59 104,557.19 104,556.95 2.046 2.247 1.038
60 104,558.35 104,558.08 2.045 2.282 1.037
61 104,559.45 104,559.14 2.044 2.330 1.037
62 104,560.49 2.042 1.036
63 104,561.49 2.041 1.036
64 104,562.44 2.040 1.035
65 104,563.34 2.039 1.035
66 104,564.20 2.038 1.034
67 104,565.02 2.036 1.034
68 104,565.80 2.035 1.033
69 104,566.55 2.034 1.033
70 104,567.27 2.033 1.032
71 104,567.95 2.032 1.032
72 104,568.61 2.031 1.031
73 104,569.23 2.030 1.031
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Table 1. Cont.

ns

Chlorine Initial State: 3s23p5 2P0
3/2

Rydberg Series
3s23p4 (3P2)ns (4P5/2)

SCUNC Experimental Data SCUNC Experimental Data SCUNC

En (cm−1) En (cm−1) a δ δ a Z*

74 104,569.83 2.029 1.030
75 104,570.41 2.028 1.030
76 104,570.97 2.027 1.029
77 104,571.50 2.026 1.029
78 104,572.01 2.025 1.029
79 104,572.50 2.024 1.028
80 104,572.97 2.023 1.028
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 104,591.02 104,591.02   1.000 
a Ref. [18]. 

Table 2. Resonance energies (En), quantum defect (δ) and effective charge (Z*) for the 3s23p5 

2P03/2→3s23p4 (3P1)nd(2D5/2) Rydberg series in Cl I. The present SCUNC- calculations are compared 

with experiments [18,19]. Here, f1 (3P1; 2D5/2; 2P°3/2) = − 0.3042 ± 0.0015 with μ = 13. 

nd 

Chlorine Initial State: 3s23p5 2P03/2 

Rydberg Series 

3s23p4 (3P1)nd (2D5/2) 

SCUNC Experimental Data SCUNC Experimental Data SCUNC 

En (cm−1) En (cm−1) a En (cm−1) b δ δ a δ b Z* 

13 104,604.35 104,604.35 104,606.8 0.321 0.321 0.299 1.025 

14 104,700.63 104,703.87 104,705.2 0.320 0.282 0.266 1.023 

15 104,777.89 104,777.92 104,780.9 0.319 0.318 0.275 1.022 

16 104,840.81 104,842.25 104,845.1 0.318 0.292 0.242 1.020 

17 104,892.75 104,892.28 104,892.2 0.317 0.327 0.328 1.019 

18 104,936.11 104,937.67 104,939.4 0.316 0.276 0.232 1.018 

19 104,972.69 104,973.23 104,973.9 0.315 0.299 0.279 1.017 

20 105,003.84 105,003.28  0.314 0.334  1.016 

21 105,030.57 105,031.67  0.314 0.269  1.015 

22 105,053.69 105,053.38  0.313 0.327  1.014 

23 105,073.81 105,073.38  0.313 0.336  1.014 

24 105,091.44 105,092.21  0.312 0.266  1.013 

25 105,106.97 105,107.15  0.312 0.299  1.013 

26 105,120.72 105,120.57  0.311 0.323  1.012 

. . . . . . . . . . . .
∞ 104,591.02 104,591.02 1.000

a Ref. [18].

Table 2. Resonance energies (En), quantum defect (δ) and effective charge (Z*) for the
3s23p5 2P0

3/2 → 3s23p4 (3P1)nd (2D5/2) Rydberg series in Cl I. The present SCUNC- calculations
are compared with experiments [18,19]. Here, f 1 (3P1; 2D5/2; 2P0

3/2) = −0.3042 ± 0.0015 with µ = 13.

nd

Chlorine Initial State: 3s23p5 2P0
3/2

Rydberg Series
3s23p4 (3P1)nd (2D5/2)

SCUNC Experimental Data SCUNC Experimental Data SCUNC

En (cm−1) En (cm−1) a En (cm−1) b δ δ a δ b Z*

13 104,604.35 104,604.35 104,606.8 0.321 0.321 0.299 1.025
14 104,700.63 104,703.87 104,705.2 0.320 0.282 0.266 1.023
15 104,777.89 104,777.92 104,780.9 0.319 0.318 0.275 1.022
16 104,840.81 104,842.25 104,845.1 0.318 0.292 0.242 1.020
17 104,892.75 104,892.28 104,892.2 0.317 0.327 0.328 1.019
18 104,936.11 104,937.67 104,939.4 0.316 0.276 0.232 1.018
19 104,972.69 104,973.23 104,973.9 0.315 0.299 0.279 1.017
20 105,003.84 105,003.28 0.314 0.334 1.016
21 105,030.57 105,031.67 0.314 0.269 1.015
22 105,053.69 105,053.38 0.313 0.327 1.014
23 105,073.81 105,073.38 0.313 0.336 1.014
24 105,091.44 105,092.21 0.312 0.266 1.013
25 105,106.97 105,107.15 0.312 0.299 1.013
26 105,120.72 105,120.57 0.311 0.323 1.012
27 105,132.95 105,132.67 0.311 0.335 1.012
28 105,143.88 105,144.51 0.311 0.250 1.011
29 105,153.69 105,153.87 0.310 0.291 1.011
30 105,162.52 105,162.61 0.310 0.300 1.010
31 105,170.51 105,170.49 0.310 0.312 1.010
32 105,177.74 105,177.63 0.309 0.326 1.010
33 105,184.33 105,184.86 0.309 0.224 1.010
34 105,190.34 105,191.94 0.309 0.026 1.009
35 105,195.83 105,196.08 0.308 0.261 1.009
36 105,200.87 105,201.08 0.308 0.264 1.009
37 105,205.50 105,205.61 0.308 0.285 1.008
38 105,209.77 105,209.96 0.308 0.261 1.008
39 105,213.71 105,213.83 0.308 0.276 1.008
40 105,217.36 105,217.38 0.307 0.301 1.008
41 105,220.74 105,220.77 0.307 0.298 1.008
42 105,223.88 105,224.01 0.307 0.265 1.007
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Table 2. Cont.

nd

Chlorine Initial State: 3s23p5 2P0
3/2

Rydberg Series
3s23p4 (3P1)nd (2D5/2)

SCUNC Experimental Data SCUNC Experimental Data SCUNC

En (cm−1) En (cm−1) a En (cm−1) b δ δ a δ b Z*

43 105,226.81 105,226.91 0.307 0.270 1.007
44 105,229.53 105,229.49 0.307 0.322 1.007
45 105,232.07 105,232.39 0.306 0.177 1.007
46 105,234.45 105,234.81 0.306 0.150 1.007
47 105,236.68 105,236.91 0.306 0.199 1.007
48 105,238.77 105,238.85 0.306 0.266 1.006
49 105,240.73 105,240.69 0.306 0.327 1.006
50 105,242.57 105,242.59 0.306 0.297 1.006
51 105,244.31 105,244.41 0.306 0.247 1.006
52 105,245.95 105,245.89 0.305 0.341 1.006
53 105,247.49 105,247.41 0.305 0.359 1.006
54 105,248.95 0.305 1.006
55 105,250.33 0.305 1.006
56 105,251.63 0.305 1.006
57 105,252.87 0.305 1.005
58 105,254.04 0.305 1.005
59 105,255.16 0.305 1.005
60 105,256.22 0.305 1.005
61 105,257.22 0.304 1.005
62 105,258.18 0.304 1.005
63 105,259.09 0.304 1.005
64 105,259.96 0.304 1.005
65 105,260.79 0.304 1.005
66 105,261.58 0.304 1.005
67 105,262.34 0.304 1.005
68 105,263.06 0.304 1.005
69 105,263.76 0.304 1.004
70 105,264.42 0.304 1.004
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56 104,553.32 104,552.97 2.050 2.297 1.040 

57 104,554.68 104,554.38 2.049 2.274 1.039 

58 104,555.97 104,555.67 2.048 2.284 1.039 

59 104,557.19 104,556.95 2.046 2.247 1.038 

60 104,558.35 104,558.08 2.045 2.282 1.037 

61 104,559.45 104,559.14 2.044 2.330 1.037 

62 104,560.49  2.042  1.036 

63 104,561.49  2.041  1.036 

64 104,562.44  2.040  1.035 

65 104,563.34  2.039  1.035 

66 104,564.20  2.038  1.034 

67 104,565.02  2.036  1.034 

68 104,565.80  2.035  1.033 

69 104,566.55  2.034  1.033 

70 104,567.27  2.033  1.032 

71 104,567.95  2.032  1.032 

72 104,568.61  2.031  1.031 

73 104,569.23  2.030  1.031 

74 104,569.83  2.029  1.030 

75 104,570.41  2.028  1.030 

76 104,570.97  2.027  1.029 

77 104,571.50  2.026  1.029 

78 104,572.01  2.025  1.029 

79 104,572.50  2.024  1.028 

80 104,572.97  2.023  1.028 

⁞ … … …  … 

 104,591.02 104,591.02   1.000 
a Ref. [18]. 

Table 2. Resonance energies (En), quantum defect (δ) and effective charge (Z*) for the 3s23p5 

2P03/2→3s23p4 (3P1)nd(2D5/2) Rydberg series in Cl I. The present SCUNC- calculations are compared 

with experiments [18,19]. Here, f1 (3P1; 2D5/2; 2P°3/2) = − 0.3042 ± 0.0015 with μ = 13. 

nd 

Chlorine Initial State: 3s23p5 2P03/2 

Rydberg Series 

3s23p4 (3P1)nd (2D5/2) 

SCUNC Experimental Data SCUNC Experimental Data SCUNC 

En (cm−1) En (cm−1) a En (cm−1) b δ δ a δ b Z* 

13 104,604.35 104,604.35 104,606.8 0.321 0.321 0.299 1.025 

14 104,700.63 104,703.87 104,705.2 0.320 0.282 0.266 1.023 

15 104,777.89 104,777.92 104,780.9 0.319 0.318 0.275 1.022 

16 104,840.81 104,842.25 104,845.1 0.318 0.292 0.242 1.020 

17 104,892.75 104,892.28 104,892.2 0.317 0.327 0.328 1.019 

18 104,936.11 104,937.67 104,939.4 0.316 0.276 0.232 1.018 

19 104,972.69 104,973.23 104,973.9 0.315 0.299 0.279 1.017 

20 105,003.84 105,003.28  0.314 0.334  1.016 

21 105,030.57 105,031.67  0.314 0.269  1.015 

22 105,053.69 105,053.38  0.313 0.327  1.014 

23 105,073.81 105,073.38  0.313 0.336  1.014 

24 105,091.44 105,092.21  0.312 0.266  1.013 

25 105,106.97 105,107.15  0.312 0.299  1.013 

26 105,120.72 105,120.57  0.311 0.323  1.012 

. . . . . . . . .
∞ 105,287.01 105,287.01

a Ref. [18]. b Ref. [19].

Table 3. Resonance energies (En), quantum defect (δ) and effective charge (Z*) for the
3s23p5 2P0

3/2 → 3s23p4 (3P1)ns (2P3/2) Rydberg series in Cl I. The present SCUNC- calculations
are compared with experiments [18,19]. Here, f 1 (3P1; 2P3/2; 2P0

3/2) = −2.2052 ± 0.0016 with µ = 14.

ns

Chlorine Initial State: 3s23p5 2P0
3/2

Rydberg Series
3s23p4 (3P1)ns (2P3/2)

SCUNC Experimental Data SCUNC Experimental Data SCUNC

En (cm−1) En (cm−1) a En (cm−1) b δ δ a δ b Z*

14 104,521.08 104,521.08 104,520.0 2.030 2.030 2.039 1.170
15 104,634.67 104,636.11 104,630.8 2.030 2.016 2.068 1.158
16 104,724.79 104,720.65 104,716.7 2.029 2.080 2.129 1.147
17 104,797.47 104,794.65 104,790.1 2.028 2.071 2.139 1.138
18 104,856.94 104,854.28 104,854.3 2.026 2.075 2.075 1.130
19 104,906.20 104,907.24 2.025 2.001 1.123
20 104,947.46 104,945.08 2.023 2.085 1.116
21 104,982.37 104,980.03 2.021 2.093 1.110
22 105,012.15 105,009.19 2.019 2.125 1.105
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Table 3. Cont.

ns

Chlorine Initial State: 3s23p5 2P0
3/2

Rydberg Series
3s23p4 (3P1)ns (2P3/2)

SCUNC Experimental Data SCUNC Experimental Data SCUNC

En (cm−1) En (cm−1) a En (cm−1) b δ δ a δ b Z*

23 105,037.78 105,036.02 2.017 2.090 1.100
24 105,059.98 105,058.38 2.015 2.091 1.096
25 105,079.34 105,079.18 2.013 2.021 1.092
26 105,096.32 105,095.29 2.011 2.075 1.088
27 105,111.31 105,109.68 2.009 2.123 1.085
28 105,124.59 105,123.33 2.007 2.107 1.082
29 105,136.42 105,135.24 2.005 2.110 1.079
30 105,147.00 - 2.004 - 1.076
31 105,156.51 105,155.48 2.002 2.115 1.074
32 105,165.08 105,163.91 2.000 2.142 1.071
33 105,172.83 105,171.71 1.999 2.148 1.069
34 105,179.86 105,179.08 1.997 2.112 1.067
35 105,186.27 1.996 1.065
36 105,192.11 1.994 1.063
37 105,197.47 1.993 1.061
38 105,202.38 1.992 1.060
39 105,206.89 1.990 1.058
40 105,211.06 1.989 1.057
41 105,214.91 1.988 1.055
42 105,218.47 1.987 1.054
43 105,221.78 1.985 1.053
44 105,224.85 1.984 1.051
45 105,227.71 1.983 1.050
46 105,230.37 1.982 1.049
47 105,232.86 1.981 1.048
48 105,235.19 1.980 1.047
49 105,237.38 1.979 1.046
50 105,239.42 1.978 1.045
51 105,241.35 1.977 1.044
52 105,243.16 1.977 1.043
53 105,244.86 1.976 1.042
54 105,246.47 1.975 1.042
55 105,247.98 1.974 1.041
56 105,249.42 1.973 1.040
57 105,250.77 1.972 1.039
58 105,252.05 1.972 1.039
59 105,253.27 1.971 1.038
60 105,254.42 1.970 1.037
61 105,255.52 1.970 1.037
62 105,256.56 1.969 1.036
63 105,257.55 1.968 1.036
64 105,258.49 1.968 1.035
65 105,259.39 1.966 1.034
66 105,260.25 1.966 1.034
67 105,261.06 1.966 1.033
68 105,261.84 1.965 1.033
69 105,262.59 1.965 1.032
70 105,263.30 1.965 1.032
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56 104,553.32 104,552.97 2.050 2.297 1.040 

57 104,554.68 104,554.38 2.049 2.274 1.039 

58 104,555.97 104,555.67 2.048 2.284 1.039 

59 104,557.19 104,556.95 2.046 2.247 1.038 

60 104,558.35 104,558.08 2.045 2.282 1.037 

61 104,559.45 104,559.14 2.044 2.330 1.037 

62 104,560.49  2.042  1.036 

63 104,561.49  2.041  1.036 

64 104,562.44  2.040  1.035 

65 104,563.34  2.039  1.035 

66 104,564.20  2.038  1.034 

67 104,565.02  2.036  1.034 

68 104,565.80  2.035  1.033 

69 104,566.55  2.034  1.033 

70 104,567.27  2.033  1.032 

71 104,567.95  2.032  1.032 

72 104,568.61  2.031  1.031 

73 104,569.23  2.030  1.031 

74 104,569.83  2.029  1.030 

75 104,570.41  2.028  1.030 

76 104,570.97  2.027  1.029 

77 104,571.50  2.026  1.029 

78 104,572.01  2.025  1.029 

79 104,572.50  2.024  1.028 

80 104,572.97  2.023  1.028 

⁞ … … …  … 

 104,591.02 104,591.02   1.000 
a Ref. [18]. 

Table 2. Resonance energies (En), quantum defect (δ) and effective charge (Z*) for the 3s23p5 

2P03/2→3s23p4 (3P1)nd(2D5/2) Rydberg series in Cl I. The present SCUNC- calculations are compared 

with experiments [18,19]. Here, f1 (3P1; 2D5/2; 2P°3/2) = − 0.3042 ± 0.0015 with μ = 13. 

nd 

Chlorine Initial State: 3s23p5 2P03/2 

Rydberg Series 

3s23p4 (3P1)nd (2D5/2) 

SCUNC Experimental Data SCUNC Experimental Data SCUNC 

En (cm−1) En (cm−1) a En (cm−1) b δ δ a δ b Z* 

13 104,604.35 104,604.35 104,606.8 0.321 0.321 0.299 1.025 

14 104,700.63 104,703.87 104,705.2 0.320 0.282 0.266 1.023 

15 104,777.89 104,777.92 104,780.9 0.319 0.318 0.275 1.022 

16 104,840.81 104,842.25 104,845.1 0.318 0.292 0.242 1.020 

17 104,892.75 104,892.28 104,892.2 0.317 0.327 0.328 1.019 

18 104,936.11 104,937.67 104,939.4 0.316 0.276 0.232 1.018 

19 104,972.69 104,973.23 104,973.9 0.315 0.299 0.279 1.017 

20 105,003.84 105,003.28  0.314 0.334  1.016 

21 105,030.57 105,031.67  0.314 0.269  1.015 

22 105,053.69 105,053.38  0.313 0.327  1.014 

23 105,073.81 105,073.38  0.313 0.336  1.014 

24 105,091.44 105,092.21  0.312 0.266  1.013 

25 105,106.97 105,107.15  0.312 0.299  1.013 

26 105,120.72 105,120.57  0.311 0.323  1.012 

∞ 105,287.01 105,287.01
a Ref. [18]. b Ref. [19].
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Table 4. Resonance energies (En), quantum defect (δ) and effective charge (Z*) for the
3s23p5 2P0

3/2 → 3s23p4 (3P1)nd (2D5/2) Rydberg series in Cl I. The present SCUNC- calculations
are compared with experiments [18]. Here, f 1 (3P1; 2D5/2; 2P0

3/2) = −0.0881 ± 0.0016 with µ = 13.

nd

Chlorine Initial State: 3s23p5 2P0
3/2

Rydberg Series
3s23p4 (3P1)nd (2D5/2)

SCUNC Experimental Data SCUNC Experimental Data SCUNC

En (cm−1) En (cm−1) a δ δa Z*

13 104,628.11 104,628.11 0.095 0.095 1.007
14 104,719.51 104,709.09 0.094 0.220 1.007
15 104,793.13 104,788.03 0.094 0.170 1.006
16 104,853.30 104,845.55 0.094 0.234 1.006
17 104,903.10 104,903.72 0.093 0.079 1.006
18 104,944.79 104,939.93 0.093 0.219 1.005
19 104,980.05 104,973.23 0.093 0.299 1.005
20 105,010.12 105,006.44 0.092 0.223 1.005
21 105,035.97 105,031.67 0.092 0.269 1.004
22 105,058.37 105,054.03 0.092 0.297 1.004
23 105,077.90 105,077.62 0.092 0.107 1.004
24 105,095.03 0.092 1.004
25 105,110.14 0.092 1.004
26 105,123.53 0.092 1.004
27 105,135.46 0.091 1.003
28 105,146.12 0.091 1.003
29 105,155.70 0.091 1.003
30 105,164.34 0.091 1.003
31 105,172.15 0.091 1.003
32 105,179.23 0.091 1.003
33 105,185.69 0.091 1.003
34 105,191.57 0.091 1.003
35 105,196.96 0.091 1.003
36 105,201.91 0.091 1.003
37 105,206.46 0.091 1.002
38 105,210.65 0.091 1.002
39 105,214.53 0.091 1.002
40 105,218.11 0.090 1.002
41 105,221.44 0.090 1.002
42 105,224.53 0.090 1.002
43 105,227.41 0.090 1.002
44 105,230.09 0.090 1.002
45 105,232.60 0.090 1.002
46 105,234.95 0.090 1.002
47 105,237.14 0.090 1.002
48 105,239.20 0.090 1.002
49 105,241.14 0.090 1.002
50 105,242.96 0.090 1.002
51 105,244.67 0.090 1.002
52 105,246.29 0.090 1.002
53 105,247.81 0.090 1.002
54 105,249.25 0.090 1.002
55 105,250.61 0.090 1.002
56 105,251.91 0.090 1.002
57 105,253.13 0.090 1.002
58 105,254.29 0.090 1.002
59 105,255.39 0.090 1.002
60 105,256.44 0.090 1.001
61 105,257.43 0.090 1.001
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Table 4. Cont.

nd

Chlorine Initial State: 3s23p5 2P0
3/2

Rydberg Series
3s23p4 (3P1)nd (2D5/2)

SCUNC Experimental Data SCUNC Experimental Data SCUNC

En (cm−1) En (cm−1) a δ δa Z*

62 105,258.38 0.090 1.001
63 105,259.28 0.090 1.001
64 105,260.14 0.090 1.001
65 105,260.97 0.090 1.001
66 105,261.75 0.090 1.001
67 105,262.50 0.090 1.001
68 105,263.22 0.090 1.001
69 105,263.90 0.090 1.001
70 105,264.56 0.090 1.001
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56 104,553.32 104,552.97 2.050 2.297 1.040 

57 104,554.68 104,554.38 2.049 2.274 1.039 

58 104,555.97 104,555.67 2.048 2.284 1.039 

59 104,557.19 104,556.95 2.046 2.247 1.038 

60 104,558.35 104,558.08 2.045 2.282 1.037 

61 104,559.45 104,559.14 2.044 2.330 1.037 

62 104,560.49  2.042  1.036 

63 104,561.49  2.041  1.036 

64 104,562.44  2.040  1.035 

65 104,563.34  2.039  1.035 

66 104,564.20  2.038  1.034 

67 104,565.02  2.036  1.034 

68 104,565.80  2.035  1.033 

69 104,566.55  2.034  1.033 

70 104,567.27  2.033  1.032 

71 104,567.95  2.032  1.032 

72 104,568.61  2.031  1.031 

73 104,569.23  2.030  1.031 

74 104,569.83  2.029  1.030 

75 104,570.41  2.028  1.030 

76 104,570.97  2.027  1.029 

77 104,571.50  2.026  1.029 

78 104,572.01  2.025  1.029 

79 104,572.50  2.024  1.028 

80 104,572.97  2.023  1.028 

⁞ … … …  … 

 104,591.02 104,591.02   1.000 
a Ref. [18]. 

Table 2. Resonance energies (En), quantum defect (δ) and effective charge (Z*) for the 3s23p5 

2P03/2→3s23p4 (3P1)nd(2D5/2) Rydberg series in Cl I. The present SCUNC- calculations are compared 

with experiments [18,19]. Here, f1 (3P1; 2D5/2; 2P°3/2) = − 0.3042 ± 0.0015 with μ = 13. 

nd 

Chlorine Initial State: 3s23p5 2P03/2 

Rydberg Series 

3s23p4 (3P1)nd (2D5/2) 

SCUNC Experimental Data SCUNC Experimental Data SCUNC 

En (cm−1) En (cm−1) a En (cm−1) b δ δ a δ b Z* 

13 104,604.35 104,604.35 104,606.8 0.321 0.321 0.299 1.025 

14 104,700.63 104,703.87 104,705.2 0.320 0.282 0.266 1.023 

15 104,777.89 104,777.92 104,780.9 0.319 0.318 0.275 1.022 

16 104,840.81 104,842.25 104,845.1 0.318 0.292 0.242 1.020 

17 104,892.75 104,892.28 104,892.2 0.317 0.327 0.328 1.019 

18 104,936.11 104,937.67 104,939.4 0.316 0.276 0.232 1.018 

19 104,972.69 104,973.23 104,973.9 0.315 0.299 0.279 1.017 

20 105,003.84 105,003.28  0.314 0.334  1.016 

21 105,030.57 105,031.67  0.314 0.269  1.015 

22 105,053.69 105,053.38  0.313 0.327  1.014 

23 105,073.81 105,073.38  0.313 0.336  1.014 

24 105,091.44 105,092.21  0.312 0.266  1.013 

25 105,106.97 105,107.15  0.312 0.299  1.013 

26 105,120.72 105,120.57  0.311 0.323  1.012 

∞ 105,287.01 105,287.01
a Ref. [18].

Table 5. Resonance energies (En), quantum defect (δ) and effective charge (Z*) for the
3s23p5 2P0

3/2 → 3s23p4 (3P1)nd (2D5/2) Rydberg series in Cl I. The present SCUNC- calculations
are compared with experiments [18,19]. Here, f 1 (3P0;2P1/2; 2P0

3/2) = −2.3766 ± 0.0273 with µ = 10.

ns

Chlorine Initial State: 3s23p5 2P0
3/2

Rydberg Series
3s23p4 (3P0)ns (2P1/2)

SCUNC Experimental Data SCUNC Experimental Data SCUNC

En (cm−1) En (cm−1) a En (cm−1) b δ δ a δ b Z*

10 103,834.02 103,834.01 103,831.8 2.089 2.089 2.094 1.264
11 104,205.62 104,204.13 104,203.7 2.089 2.093 2.094 1.238
12 104,470.57 - 2.088 - 1.216
13 104,666.06 104,665.63 2.087 2.089 1.198
14 104,814.39 104,813.74 2.086 2.090 1.183
15 104,929.59 104,928.56 2.085 2.093 1.170
16 105,020.83 105,019.83 2.084 2.094 1.158
17 105,094.33 - 2.083 - 1.149
18 105,154.40 - 2.082 - 1.140
19 105,204.12 105,203.12 2.081 2.099 1.132
20 105,245.75 - 2.080 - 1.125
21 105,280.94 105,281.56 2.080 2.055 1.119
22 105,310.97 2.079 1.113
23 105,336.79 2.078 1.108
24 105,359.15 2.077 1.103
25 105,378.65 2.077 1.099
26 105,395.75 2.076 1.095
27 105,410.83 2.076 1.091
28 105,424.20 2.075 1.088
29 105,436.11 2.075 1.085
30 105,446.76 2.074 1.082
31 105,456.33 2.074 1.079
32 105,464.95 2.074 1.077
33 105,472.75 2.073 1.074
34 105,479.83 2.073 1.072
35 105,486.27 2.073 1.070
36 105,492.15 2.072 1.068
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Table 5. Cont.

ns

Chlorine Initial State: 3s23p5 2P0
3/2

Rydberg Series
3s23p4 (3P0)ns (2P1/2)

SCUNC Experimental Data SCUNC Experimental Data SCUNC

En (cm−1) En (cm−1) a En (cm−1) b δ δ a δ b Z*

37 105,497.53 2.072 1.066
38 105,502.47 2.072 1.064
39 105,507.01 2.072 1.063
40 105,511.20 2.071 1.061
41 105,515.07 2.071 1.059
42 105,518.65 2.071 1.058
43 105,521.97 2.071 1.057
44 105,525.06 2.071 1.055
45 105,527.94 2.070 1.054
46 105,530.62 2.070 1.053
47 105,533.12 2.070 1.052
48 105,535.46 2.070 1.051
49 105,537.66 2.070 1.050
50 105,539.71 2.070 1.049
51 105,541.65 2.069 1.048
52 105,543.46 2.069 1.047
53 105,545.18 2.069 1.046
54 105,546.79 2.069 1.045
55 105,548.31 2.069 1.044
56 105,549.75 2.069 1.043
57 105,551.11 2.069 1.042
58 105,552.40 2.069 1.042
59 105,553.62 2.068 1.041
60 105,554.78 2.068 1.040
61 105,555.88 2.068 1.040
62 105,556.93 2.068 1.039
63 105,557.92 2.068 1.038
64 105,558.87 2.068 1.038
65 105,559.77 2.068 1.037
66 105,560.63 2.068 1.037
67 105,561.45 2.068 1.036
68 105,562.24 2.068 1.035
69 105,562.99 2.068 1.035
70 105,563.70 2.068 1.034
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56 104,553.32 104,552.97 2.050 2.297 1.040 

57 104,554.68 104,554.38 2.049 2.274 1.039 

58 104,555.97 104,555.67 2.048 2.284 1.039 

59 104,557.19 104,556.95 2.046 2.247 1.038 

60 104,558.35 104,558.08 2.045 2.282 1.037 

61 104,559.45 104,559.14 2.044 2.330 1.037 

62 104,560.49  2.042  1.036 

63 104,561.49  2.041  1.036 

64 104,562.44  2.040  1.035 

65 104,563.34  2.039  1.035 

66 104,564.20  2.038  1.034 

67 104,565.02  2.036  1.034 

68 104,565.80  2.035  1.033 

69 104,566.55  2.034  1.033 

70 104,567.27  2.033  1.032 

71 104,567.95  2.032  1.032 

72 104,568.61  2.031  1.031 

73 104,569.23  2.030  1.031 

74 104,569.83  2.029  1.030 

75 104,570.41  2.028  1.030 

76 104,570.97  2.027  1.029 

77 104,571.50  2.026  1.029 

78 104,572.01  2.025  1.029 

79 104,572.50  2.024  1.028 

80 104,572.97  2.023  1.028 

⁞ … … …  … 

 104,591.02 104,591.02   1.000 
a Ref. [18]. 

Table 2. Resonance energies (En), quantum defect (δ) and effective charge (Z*) for the 3s23p5 

2P03/2→3s23p4 (3P1)nd(2D5/2) Rydberg series in Cl I. The present SCUNC- calculations are compared 

with experiments [18,19]. Here, f1 (3P1; 2D5/2; 2P°3/2) = − 0.3042 ± 0.0015 with μ = 13. 

nd 

Chlorine Initial State: 3s23p5 2P03/2 

Rydberg Series 

3s23p4 (3P1)nd (2D5/2) 

SCUNC Experimental Data SCUNC Experimental Data SCUNC 

En (cm−1) En (cm−1) a En (cm−1) b δ δ a δ b Z* 

13 104,604.35 104,604.35 104,606.8 0.321 0.321 0.299 1.025 

14 104,700.63 104,703.87 104,705.2 0.320 0.282 0.266 1.023 

15 104,777.89 104,777.92 104,780.9 0.319 0.318 0.275 1.022 

16 104,840.81 104,842.25 104,845.1 0.318 0.292 0.242 1.020 

17 104,892.75 104,892.28 104,892.2 0.317 0.327 0.328 1.019 

18 104,936.11 104,937.67 104,939.4 0.316 0.276 0.232 1.018 

19 104,972.69 104,973.23 104,973.9 0.315 0.299 0.279 1.017 

20 105,003.84 105,003.28  0.314 0.334  1.016 

21 105,030.57 105,031.67  0.314 0.269  1.015 

22 105,053.69 105,053.38  0.313 0.327  1.014 

23 105,073.81 105,073.38  0.313 0.336  1.014 

24 105,091.44 105,092.21  0.312 0.266  1.013 

25 105,106.97 105,107.15  0.312 0.299  1.013 

26 105,120.72 105,120.57  0.311 0.323  1.012 

. . . . . . . . .
∞ 105,587.48 105,587.48

a Ref. [18].; b Ref. [19].

Table 6. Resonance energies (En), quantum defect (δ) and effective charge (Z*) for the
3s23p5 2P0

3/2 → 3s23p4 (3P0)nd (2P3/2) Rydberg series in Cl I. The present SCUNC- calculations
are compared with experiments [18,19]. Here, f 1 (3P0;2P3/2; 2P0

3/2) = −0.2916 ± 0.0028 with µ = 16.

nd

Chlorine Initial State: 3s23p5 2P0
3/2

Rydberg Series
3s23p4 (3P0)nd (2P3/2)

SCUNC Experimental Data SCUNC Experimental Data SCUNC

En (cm−1) En (cm−1) a En (cm−1) b δ δ a δ b Z*

16 105,142.00 105,142.00 105,148.0 0.305 0.302 0.195 1.019
17 105,193.81 105,194.50 0.304 0.286 1.018
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Table 6. Cont.

nd

Chlorine Initial State: 3s23p5 2P0
3/2

Rydberg Series
3s23p4 (3P0)nd (2P3/2)

SCUNC Experimental Data SCUNC Experimental Data SCUNC

En (cm−1) En (cm−1) a En (cm−1) b δ δ a δ b Z*

18 105,237.08 105,237.77 0.303 0.282 1.017
19 105,273.59 105,274.04 0.302 0.284 1.016
20 105,304.67 105,305.21 0.302 0.277 1.015
21 105,331.35 105,331.58 0.301 0.285 1.015
22 105,354.43 105,354.70 0.301 0.280 1.014
23 105,374.52 105,374.94 0.300 0.269 1.013
24 105,392.12 105,392.28 0.299 0.280 1.013
25 105,407.63 105,407.79 0.299 0.276 1.012
26 105,421.36 105,421.57 0.299 0.269 1.012
27 105,433.57 105,433.69 0.298 0.273 1.011
28 105,444.49 105,444.61 0.298 0.269 1.011
29 105,454.28 105,454.48 0.297 0.257 1.010
30 105,463.10 105,463.45 0.297 0.235 1.010
31 105,471.07 105,471.25 0.297 0.251 1.010
32 105,478.30 0.296 1.009
33 105,484.88 0.296 1.009
34 105,490.88 0.296 1.009
35 105,496.37 0.296 1.009
36 105,501.40 0.295 1.008
37 105,506.03 0.295 1.008
38 105,510.29 0.295 1.008
39 105,514.23 0.295 1.008
40 105,517.87 0.295 1.007
41 105,521.25 0.294 1.007
42 105,524.39 0.294 1.007
43 105,527.31 0.294 1.007
44 105,530.03 0.294 1.007
45 105,532.58 0.294 1.007
46 105,534.95 0.294 1.006
47 105,537.18 0.293 1.006
48 105,539.26 0.293 1.006
49 105,541.22 0.293 1.006
50 105,543.07 0.293 1.006
51 105,544.80 0.293 1.006
52 105,546.44 0.293 1.006
53 105,547.98 0.293 1.006
54 105,549.44 0.293 1.006
55 105,550.81 0.292 1.005
56 105,552.12 0.292 1.005
57 105,553.36 0.292 1.005
58 105,554.53 0.292 1.005
59 105,555.64 0.292 1.005
60 105,556.70 0.292 1.005
61 105,557.70 0.292 1.005
62 105,558.66 0.292 1.005
63 105,559.57 0.292 1.005
64 105,560.44 0.292 1.005
65 105,561.27 0.291 1.005
66 105,562.06 0.291 1.004
67 105,562.82 0.291 1.004
68 105,563.54 0.291 1.004
69 105,564.24 0.291 1.004
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Table 6. Cont.

nd

Chlorine Initial State: 3s23p5 2P0
3/2

Rydberg Series
3s23p4 (3P0)nd (2P3/2)

SCUNC Experimental Data SCUNC Experimental Data SCUNC

En (cm−1) En (cm−1) a En (cm−1) b δ δ a δ b Z*

70 105,564.90 0.291 1.004
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56 104,553.32 104,552.97 2.050 2.297 1.040 

57 104,554.68 104,554.38 2.049 2.274 1.039 

58 104,555.97 104,555.67 2.048 2.284 1.039 

59 104,557.19 104,556.95 2.046 2.247 1.038 

60 104,558.35 104,558.08 2.045 2.282 1.037 

61 104,559.45 104,559.14 2.044 2.330 1.037 

62 104,560.49  2.042  1.036 

63 104,561.49  2.041  1.036 

64 104,562.44  2.040  1.035 

65 104,563.34  2.039  1.035 

66 104,564.20  2.038  1.034 

67 104,565.02  2.036  1.034 

68 104,565.80  2.035  1.033 

69 104,566.55  2.034  1.033 

70 104,567.27  2.033  1.032 

71 104,567.95  2.032  1.032 

72 104,568.61  2.031  1.031 

73 104,569.23  2.030  1.031 

74 104,569.83  2.029  1.030 

75 104,570.41  2.028  1.030 

76 104,570.97  2.027  1.029 

77 104,571.50  2.026  1.029 

78 104,572.01  2.025  1.029 

79 104,572.50  2.024  1.028 

80 104,572.97  2.023  1.028 

⁞ … … …  … 

 104,591.02 104,591.02   1.000 
a Ref. [18]. 

Table 2. Resonance energies (En), quantum defect (δ) and effective charge (Z*) for the 3s23p5 

2P03/2→3s23p4 (3P1)nd(2D5/2) Rydberg series in Cl I. The present SCUNC- calculations are compared 

with experiments [18,19]. Here, f1 (3P1; 2D5/2; 2P°3/2) = − 0.3042 ± 0.0015 with μ = 13. 

nd 

Chlorine Initial State: 3s23p5 2P03/2 

Rydberg Series 

3s23p4 (3P1)nd (2D5/2) 

SCUNC Experimental Data SCUNC Experimental Data SCUNC 

En (cm−1) En (cm−1) a En (cm−1) b δ δ a δ b Z* 

13 104,604.35 104,604.35 104,606.8 0.321 0.321 0.299 1.025 

14 104,700.63 104,703.87 104,705.2 0.320 0.282 0.266 1.023 

15 104,777.89 104,777.92 104,780.9 0.319 0.318 0.275 1.022 

16 104,840.81 104,842.25 104,845.1 0.318 0.292 0.242 1.020 

17 104,892.75 104,892.28 104,892.2 0.317 0.327 0.328 1.019 

18 104,936.11 104,937.67 104,939.4 0.316 0.276 0.232 1.018 

19 104,972.69 104,973.23 104,973.9 0.315 0.299 0.279 1.017 

20 105,003.84 105,003.28  0.314 0.334  1.016 

21 105,030.57 105,031.67  0.314 0.269  1.015 

22 105,053.69 105,053.38  0.313 0.327  1.014 

23 105,073.81 105,073.38  0.313 0.336  1.014 

24 105,091.44 105,092.21  0.312 0.266  1.013 

25 105,106.97 105,107.15  0.312 0.299  1.013 

26 105,120.72 105,120.57  0.311 0.323  1.012 

∞ 105,587.48 105,587.48
a Ref. [18]. b Ref. [19].

Table 7. Resonance energies (En), quantum defect (δ) and effective charge (Z*) for the
3s23p5 2P0

1/2 → 3s23p4 (3P0)nd (2P3/2) Rydberg series in Cl I. The present SCUNC- calculations
are compared with experiments [18]. Here, f 1 (3P0; 2P3/2; 2P0

1/2) = −0.2711 ± 0.0040 with µ= 18.

nd

Chlorine Initial State: 3s23p5 2P0
1/2

Rydberg Series
3s23p4 (3P0)nd (2P3/2)

SCUNC Experimental Data SCUNC Experimental Data SCUNC

En (cm−1) En (cm−1) a δ δ a Z*

18 104,355.55 104,355.55 0.283 0.282 1.016
19 104,391.93 104,391.13 0.282 0.305 1.015
20 104,422.91 104,422.71 0.281 0.288 1.014
21 104,449.51 104,449.01 0.281 0.300 1.014
22 104,472.52 104,472.08 0.280 0.300 1.013
23 104,492.55 104,492.02 0.280 0.308 1.012
24 104,510.11 104,509.52 0.279 0.314 1.012
25 104,525.57 - 0.279 - 1.011
26 104,539.27 - 0.278 - 1.011
27 104,551.45 104,551.11 0.278 0.307 1.010
28 104,562.34 104,562.22 0.278 0.289 1.010
29 104,572.12 104,572.18 0.277 0.269 1.010
30 104,580.92 104,581.29 0.277 0.231 1.009
31 104,588.87 104,589.20 0.277 0.232 1.009
32 104,596.09 0.277 1.009
33 104,602.65 0.276 1.008
34 104,608.64 0.276 1.008
35 104,614.12 0.276 1.008
36 104,619.15 0.276 1.008
37 104,623.77 0.275 1.008
38 104,628.02 0.275 1.007
39 104,631.95 0.275 1.007
40 104,635.59 0.275 1.007
41 104,638.97 0.275 1.007
42 104,642.10 0.275 1.007
43 104,645.02 0.274 1.006
44 104,647.74 0.274 1.006
45 104,650.27 0.274 1.006
46 104,652.65 0.274 1.006
47 104,654.87 0.274 1.006
48 104,656.95 0.274 1.006
49 104,658.91 0.274 1.006
50 104,660.75 0.273 1.006
51 104,662.48 0.273 1.005
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Table 7. Cont.

nd

Chlorine Initial State: 3s23p5 2P0
1/2

Rydberg Series
3s23p4 (3P0)nd (2P3/2)

SCUNC Experimental Data SCUNC Experimental Data SCUNC

En (cm−1) En (cm−1) a δ δ a Z*

52 104,664.12 0.273 1.005
53 104,665.66 0.273 1.005
54 104,667.11 0.273 1.005
55 104,668.49 0.273 1.005
56 104,669.79 0.273 1.005
57 104,671.03 0.273 1.005
58 104,672.20 0.273 1.005
59 104,673.31 0.272 1.005
60 104,674.37 0.272 1.005
61 104,675.37 0.272 1.005
62 104,676.33 0.272 1.004
63 104,677.24 0.272 1.004
64 104,678.11 0.272 1.004
65 104,678.94 0.272 1.004
66 104,679.73 0.272 1.004
67 104,680.49 0.272 1.004
68 104,681.21 0.272 1.004
69 104,681.90 0.272 1.004
70 104,682.56 0.272 1.004
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56 104,553.32 104,552.97 2.050 2.297 1.040 

57 104,554.68 104,554.38 2.049 2.274 1.039 

58 104,555.97 104,555.67 2.048 2.284 1.039 

59 104,557.19 104,556.95 2.046 2.247 1.038 

60 104,558.35 104,558.08 2.045 2.282 1.037 

61 104,559.45 104,559.14 2.044 2.330 1.037 

62 104,560.49  2.042  1.036 

63 104,561.49  2.041  1.036 

64 104,562.44  2.040  1.035 

65 104,563.34  2.039  1.035 

66 104,564.20  2.038  1.034 

67 104,565.02  2.036  1.034 

68 104,565.80  2.035  1.033 

69 104,566.55  2.034  1.033 

70 104,567.27  2.033  1.032 

71 104,567.95  2.032  1.032 

72 104,568.61  2.031  1.031 

73 104,569.23  2.030  1.031 

74 104,569.83  2.029  1.030 

75 104,570.41  2.028  1.030 

76 104,570.97  2.027  1.029 

77 104,571.50  2.026  1.029 

78 104,572.01  2.025  1.029 

79 104,572.50  2.024  1.028 

80 104,572.97  2.023  1.028 

⁞ … … …  … 

 104,591.02 104,591.02   1.000 
a Ref. [18]. 

Table 2. Resonance energies (En), quantum defect (δ) and effective charge (Z*) for the 3s23p5 

2P03/2→3s23p4 (3P1)nd(2D5/2) Rydberg series in Cl I. The present SCUNC- calculations are compared 

with experiments [18,19]. Here, f1 (3P1; 2D5/2; 2P°3/2) = − 0.3042 ± 0.0015 with μ = 13. 

nd 

Chlorine Initial State: 3s23p5 2P03/2 

Rydberg Series 

3s23p4 (3P1)nd (2D5/2) 

SCUNC Experimental Data SCUNC Experimental Data SCUNC 

En (cm−1) En (cm−1) a En (cm−1) b δ δ a δ b Z* 

13 104,604.35 104,604.35 104,606.8 0.321 0.321 0.299 1.025 

14 104,700.63 104,703.87 104,705.2 0.320 0.282 0.266 1.023 

15 104,777.89 104,777.92 104,780.9 0.319 0.318 0.275 1.022 

16 104,840.81 104,842.25 104,845.1 0.318 0.292 0.242 1.020 

17 104,892.75 104,892.28 104,892.2 0.317 0.327 0.328 1.019 

18 104,936.11 104,937.67 104,939.4 0.316 0.276 0.232 1.018 

19 104,972.69 104,973.23 104,973.9 0.315 0.299 0.279 1.017 

20 105,003.84 105,003.28  0.314 0.334  1.016 

21 105,030.57 105,031.67  0.314 0.269  1.015 

22 105,053.69 105,053.38  0.313 0.327  1.014 

23 105,073.81 105,073.38  0.313 0.336  1.014 

24 105,091.44 105,092.21  0.312 0.266  1.013 

25 105,106.97 105,107.15  0.312 0.299  1.013 

26 105,120.72 105,120.57  0.311 0.323  1.012 

. . . . . . . . .
∞ 104,705.13 104,705.13

a Ref. [18].

Table 8. Resonance energies (En), quantum defect (δ) and effective charge (Z*) for the
3s23p5 2P0

1/2 → 3s23p4 (3P1)ns (2P3/2) Rydberg series in Cl I. The present SCUNC- calculations
are compared with experiments [18]. Here, f 1 (3P1;2P3/2; 2P0

1/2) = −2.3230 ± 0.0100 with µ = 25.

ns

Chlorine Initial State: 3s23p5 2P0
1/2

Rydberg Series
3s23p4 (3P1)ns (2P3/2)

SCUNC Experimental Data SCUNC Experimental Data SCUNC

En (cm−1) En (cm−1) a δ δ a Z*

25 104,193.41 104,193.41 2.206 2.209 1.097
26 104,210.79 104,210.83 2.206 2.206 1.093
27 104,226.11 104,225.45 2.206 2.254 1.089
28 104,239.68 104,238.49 2.206 2.301 1.086
29 104,251.77 104,245.29 2.206 2.759 1.083
30 104,262.58 104,263.32 2.205 2.135 1.080
31 104,272.28 104,272.34 2.204 2.201 1.077
32 104,281.02 104,280.49 2.203 2.271 1.075
33 104,288.93 104,288.40 2.202 2.276 1.073
34 104,296.10 104,295.65 2.201 2.271 1.070
35 104,302.62 104,302.52 2.200 2.221 1.068
36 104,308.57 104,309.47 2.199 2.045 1.066
37 104,314.02 104,314.25 2.197 2.159 1.065
38 104,319.02 104,318.65 2.196 2.279 1.063
39 104,323.61 104,323.57 2.194 2.211 1.061
40 104,327.85 104,327.56 2.193 2.271 1.060
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Table 8. Cont.

ns

Chlorine Initial State: 3s23p5 2P0
1/2

Rydberg Series
3s23p4 (3P1)ns (2P3/2)

SCUNC Experimental Data SCUNC Experimental Data SCUNC

En (cm−1) En (cm−1) a δ δ a Z*

41 104,331.76 104,331.42 2.191 2.289 1.058
42 104,335.38 104,335.11 2.190 2.276 1.057
43 104,338.74 104,338.65 2.188 2.224 1.055
44 104,341.85 104,341.48 2.187 2.321 1.054
45 104,344.76 104,344.34 2.185 2.344 1.053
46 104,347.46 - 2.184 - 1.052
47 104,349.99 - 2.182 - 1.051
48 104,352.35 - 2.181 - 1.049
49 104,354.56 104,354.87 2.179 2.049 1.048
50 104,356.64 104,356.60 2.178 2.211 1.047
51 104,358.59 104,358.53 2.176 2.221 1.046
52 104,360.42 2.175 1.046
53 104,362.14 2.173 1.045
54 104,363.77 2.172 1.044
55 104,365.30 2.170 1.043
56 104,366.75 2.169 1.042
57 104,368.12 2.167 1.041
58 104,369.42 2.166 1.041
59 104,370.65 2.165 1.040
60 104,371.82 2.163 1.039
61 104,372.92 2.162 1.039
62 104,373.97 2.160 1.038
63 104,374.97 2.159 1.037
64 104,375.93 2.158 1.037
65 104,376.83 2.156 1.036
66 104,377.70 2.155 1.036
67 104,378.52 2.154 1.035
68 104,379.31 2.152 1.035
69 104,380.06 2.151 1.034
70 104,380.78 2.150 1.034
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Table 2. Resonance energies (En), quantum defect (δ) and effective charge (Z*) for the 3s23p5 

2P03/2→3s23p4 (3P1)nd(2D5/2) Rydberg series in Cl I. The present SCUNC- calculations are compared 

with experiments [18,19]. Here, f1 (3P1; 2D5/2; 2P°3/2) = − 0.3042 ± 0.0015 with μ = 13. 

nd 

Chlorine Initial State: 3s23p5 2P03/2 

Rydberg Series 

3s23p4 (3P1)nd (2D5/2) 

SCUNC Experimental Data SCUNC Experimental Data SCUNC 

En (cm−1) En (cm−1) a En (cm−1) b δ δ a δ b Z* 

13 104,604.35 104,604.35 104,606.8 0.321 0.321 0.299 1.025 

14 104,700.63 104,703.87 104,705.2 0.320 0.282 0.266 1.023 

15 104,777.89 104,777.92 104,780.9 0.319 0.318 0.275 1.022 

16 104,840.81 104,842.25 104,845.1 0.318 0.292 0.242 1.020 

17 104,892.75 104,892.28 104,892.2 0.317 0.327 0.328 1.019 

18 104,936.11 104,937.67 104,939.4 0.316 0.276 0.232 1.018 

19 104,972.69 104,973.23 104,973.9 0.315 0.299 0.279 1.017 

20 105,003.84 105,003.28  0.314 0.334  1.016 

21 105,030.57 105,031.67  0.314 0.269  1.015 

22 105,053.69 105,053.38  0.313 0.327  1.014 

23 105,073.81 105,073.38  0.313 0.336  1.014 

24 105,091.44 105,092.21  0.312 0.266  1.013 

25 105,106.97 105,107.15  0.312 0.299  1.013 

26 105,120.72 105,120.57  0.311 0.323  1.012 

. . . . . . . . .
∞ 104,404.62 104,404.62 1.000

a Ref. [18].

Table 9. Resonance energies (En), quantum defect (δ) and effective charge (Z*) for the
3s23p5 2P0

1/2 → 3s23p4 (3P2)ns (4P3/2) Rydberg series in Cl I. The present SCUNC- calculations
are compared with experiments [18]. Here, f 1 (3P2; 4P3/2; 2P0

1/2) = −2.3603 ± 0.0128 with µ = 27.

ns

Chlorine Initial State: 3s23p5 2P0
1/2

Rydberg Series
3s23p4 (3P2)ns (4P3/2)

SCUNC Experimental Data SCUNC Experimental Data SCUNC

En (cm−1) En (cm−1) a δ δ a Z*

27 103,529.65 103,529.65 2.247 2.247 1.091
28 103,543.29 103,542.03 2.247 2.345 1.087
29 103,555.42 103,553.29 2.247 2.432 1.084
30 103,566.28 103,564.01 2.247 2.465 1.081
31 103,576.02 103,575.44 2.247 2.309 1.079
32 103,584.79 103,583.78 2.246 2.367 1.076
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Table 9. Cont.

ns

Chlorine Initial State: 3s23p5 2P0
1/2

Rydberg Series
3s23p4 (3P2)ns (4P3/2)

SCUNC Experimental Data SCUNC Experimental Data SCUNC

En (cm−1) En (cm−1) a δ δ a Z*

33 103,592.73 103,594.21 2.246 2.048 1.074
34 103,599.93 103,600.99 2.245 2.089 1.072
35 103,606.48 103,607.12 2.244 2.140 1.069
36 103,612.45 103,612.94 2.243 2.157 1.067
37 103,617.92 103,618.14 2.242 2.199 1.066
38 103,622.93 103,623.11 2.241 2.204 1.064
39 103,627.54 103,627.60 2.240 2.227 1.062
40 103,631.79 103,631.81 2.238 2.234 1.061
41 103,635.72 103,634.41 2.237 2.580 1.059
42 103,639.35 103,639.85 2.236 2.092 1.058
43 103,642.72 103,642.77 2.234 2.218 1.056
44 103,645.85 103,645.66 2.233 2.294 1.055
45 103,648.76 103,648.54 2.231 2.309 1.054
46 103,651.47 103,651.21 2.230 2.329 1.052
47 103,654.00 103,653.63 2.229 2.381 1.051
48 103,656.37 103,656.01 2.227 2.385 1.050
49 103,658.59 103,658.36 2.226 2.334 1.049
50 103,660.67 103,660.33 2.224 2.394 1.048
51 103,662.63 103,662.35 2.223 2.369 1.047
52 103,664.46 103,664.03 2.221 2.464 1.046
53 103,666.19 2.220 1.045
54 103,667.82 2.218 1.045
55 103,669.36 2.217 1.044
56 103,670.82 2.215 1.043
57 103,672.19 2.214 1.042
58 103,673.49 2.213 1.041
59 103,674.72 2.211 1.041
60 103,675.89 2.210 1.040
61 103,677.00 2.208 1.039
62 103,678.06 2.207 1.039
63 103,679.06 2.206 1.038
64 103,680.01 2.204 1.037
65 103,680.92 2.203 1.037
66 103,681.79 2.201 1.036
67 103,682.62 2.200 1.036
68 103,683.41 2.199 1.035
69 103,684.16 2.198 1.035
70 103,684.88 2.196 1.034
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80 104,572.97  2.023  1.028 

⁞ … … …  … 

 104,591.02 104,591.02   1.000 
a Ref. [18]. 

Table 2. Resonance energies (En), quantum defect (δ) and effective charge (Z*) for the 3s23p5 

2P03/2→3s23p4 (3P1)nd(2D5/2) Rydberg series in Cl I. The present SCUNC- calculations are compared 

with experiments [18,19]. Here, f1 (3P1; 2D5/2; 2P°3/2) = − 0.3042 ± 0.0015 with μ = 13. 

nd 

Chlorine Initial State: 3s23p5 2P03/2 

Rydberg Series 

3s23p4 (3P1)nd (2D5/2) 

SCUNC Experimental Data SCUNC Experimental Data SCUNC 

En (cm−1) En (cm−1) a En (cm−1) b δ δ a δ b Z* 

13 104,604.35 104,604.35 104,606.8 0.321 0.321 0.299 1.025 

14 104,700.63 104,703.87 104,705.2 0.320 0.282 0.266 1.023 

15 104,777.89 104,777.92 104,780.9 0.319 0.318 0.275 1.022 

16 104,840.81 104,842.25 104,845.1 0.318 0.292 0.242 1.020 

17 104,892.75 104,892.28 104,892.2 0.317 0.327 0.328 1.019 

18 104,936.11 104,937.67 104,939.4 0.316 0.276 0.232 1.018 

19 104,972.69 104,973.23 104,973.9 0.315 0.299 0.279 1.017 

20 105,003.84 105,003.28  0.314 0.334  1.016 

21 105,030.57 105,031.67  0.314 0.269  1.015 

22 105,053.69 105,053.38  0.313 0.327  1.014 

23 105,073.81 105,073.38  0.313 0.336  1.014 

24 105,091.44 105,092.21  0.312 0.266  1.013 

25 105,106.97 105,107.15  0.312 0.299  1.013 

26 105,120.72 105,120.57  0.311 0.323  1.012 

∞ 103,708.75 103,708.75
a Ref. [18].

3. Results and Discussion

Let us first determine the sign of the quantum defect (δ) using the SCUNC analysis
conditions (11), considering the lowest resonance corresponding to the first entry of the
Rydberg series under study. For example, for the 3s23p4 (3P2)ns (4P5/2) Rydberg series
originating from the 3s23p5 (2P0

3/2) ground state of Cl (Table 1), the lowest Resonance
corresponds to nlow = 23. From Table 1, we deduce f 1 (3P2; 4P5/2; 2P0

3/2) = −2.2115. From
Equation (6), we derive the expression for the effective nuclear charge Z∗max as follows:

Z∗max = Z
{

1− f1

Z(nlow − 1)
− 16.0

Z

}
= 17

{
1 +

2.2115
17(23− 1)

− 16.0
17

}
= 1.101. (13)
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As Zcore = 1.000, Z∗max = 1.101 > Zcore. Then, the quantum defect is positive. So,
for all the series analyzed in this work, positive quantum defects are allowed according
to the according to the SCUNC analysis conditions (11). This is verified for all the data
quoted in Tables 1–9. Table 1 presents Resonance energies, quantum defects and effective
charges of the 3s23p4 (3P2)ns (4P5/2) Rydberg series originating from the 3s23p5 2P0

3/2
ground stateCl and converging to the 3P2 series limit in Cl+. For this Rydberg Resonance,
only the VUV-PI and VUV-PFI-PI measurements [18] are available in the literature to
our knowledge. Comparison of resonance energies shows excellent agreement between
theoretical data (SCUNC) and (VUV-PI and VUV-PFI-PI) measurements [18] up to n = 61,
as well highlightedin Figure 1. In contrast, for quantum defects, the present SCUNC
calculations provide good quantum defect behavior that is virtually constant or decreases
slightly with increasing principal quantum number n up to n = 80, while experimental
quantum defects vary anomalously in all directions, as shown in Figure 2. Table 2 lists
resonance energies, quantum defects and effective chargesof the 3s23p4 (3P1)nd (2D5/2)
Rydberg resonance series from the 3s23p5 2P0

3/2 ground state of atomic chlorine. As shown
in Figure 3, there is an excellent agreement between the SCUNC resonance energies and the
quoted measurements [18,19]. But if the SCUNC quantum defect is constant or decreases
slightly with increasing principal quantum number n, the measured quantum defect varies
considerably [18,19], as shown in Figure 4. It is well known that quantum defects must be
constant or decrease with increasing n. Especially when n→ ∞, we obtain a hydrogen-
like system for which the quantum defect is zero. Tables 3 and 4 present the resonance
energies, quantum defects and effective charges of the 3s23p4 (3P1)ns (2P3/2) and of the
3s23p4 (3P1)nd (2D5/2) Rydberg originating from the 3s23p5 2P0

3/2 ground state of Cl and
converging to the 3P1 series limit in Cl+. Once again, the SCUNC results agree excellently
with all the experimental resonance energies up to n = 34 (Table 3) and up to n = 23
(Table 4). These good agreements allow us to consider as accurate the extrapolated SCUNC
data up to n = 70. Comparisons of quantum defects indicate irregular behavior of the
experimental values in contrast with the SCUNC quantum defect varying correctly up
to n = 70. Tables 5 and 6 list resonance energies, quantum defects and effective charges
calculated for the 3s23p5 2P0

3/2 → 3s23p4 (3P0)ns (2P1/2) and the 3s23p5 2P0
3/2 → 3s23p4

(3P0)nd (2P3/2) Rydberg resonance series. For the 3s23p4 (3P0)ns (2P1/2) series, experimental
data are presented in Table 5 up to n = 21 with missing energy positions for n = 12, 17
18, 20. SCUNC data associated with a nearly constant quantum defect at around 2.08 are
provided for the missing experimental resonance energies [18,19]. In addition, the good
behavior of the SCUNC quantum defect is observed up to n = 70 allowing us to consider the
extrapolated news resonance energies as correct. Table 6 indicates resonance parameters of
the 3s23p4 (3P0)nd (2P3/2) series. Here again, very good consistency is obtained between
the theoretical and the experimental resonance energies up to n = 31 as shown in Figure 5.
New resonance energies associated with an almost constant quantum defect are tabulated
for high-lying states n = 32–70 (see Figure 6). Tables 7–9 compare resonance energies and
quantum defects, respectively of the 3s23p4 (3P0)nd (2P3/2), 3s23p4 (3P1)ns (2P3/2) and 3s23p4

(3P2)ns (4P3/2) Rydberg series. Comparison shows reasonably good agreement between
resonance energies for all the considered series as highlighted in Figures 7 and 8. For
the 3s23p4 (3P0)nd (2P3/2) series presented in Table 7, the absent experimental resonance
energies for n = 25 and 26 [18] and that for the 3s23p4 (3P1)ns (2P3/2) series quoted in Table 8
for n = 46, 47 and 48 were calculated via the present formalism. As far as quantum defects
are concerned, for the above series, the SCUNC data remain again virtually constant up to
n = 70 in contrast with the measured [18] as shown in Figures 9 and 10. For all the series
investigated in this work, the effective nuclear charge decreases the monotony toward the
value of the electric charge of the core ion Zcore = 1.0.
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Figure 1. Plot of Resonance energies (En, cm−1) versus principal quantum number (n) for the
3s23p4 (3P2,1)ns (4P5/2) Rydberg series of resonances originating from the Cl (2P0

3/2) ground state.
Experimental data (solid blue circles, Ref. [18] and theoretical estimates (solid red line, SCUNC).
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Figure 2. Plot of quantum defects (δ) versus principal quantum number (n) for the 3s23p4 (3P2,1)ns
(4P5/2) Rydberg series of resonances originating from the Cl (2P0

3/2) ground state. Experimental data
(solid blue circles, Ref. [18]) and theoretical estimates (solid red circles, SCUNC).

98



Atoms 2023, 11, 152

Atoms 2023, 11, x FOR PEER REVIEW 18 of 25 
 

 

Figure 2. Plot of quantum defects (δ) versus principal quantum number (n) for the 3s23p4 (3P2,1)ns 

(4P5/2) Rydberg series of resonances originating from the Cl (2P03/2) ground state. Experimental data 

(solid blue circles, Ref. [18]) and theoretical estimates (solid red circles, SCUNC). 

 

Figure 3. Plot of resonance energies (En, cm−1) versus principal quantum number (n) for the 3s23p4 

(3P1)nd(2D5/2) Rydberg series of resonances originating from the Cl (2P03/2) ground state. Experi-

1.900

2.000

2.100

2.200

2.300

2.400

22 27 32 37 42 47 52 57 62 67

Q
u
a
n
tu

m
 d

e
fe

ct
 (

)

Principal quantum number (n)

Theory (SCUNC) Expt. (Yang et al. 2015)

104,550

104,650

104,750

104,850

104,950

105,050

105,150

105,250

105,350

12 17 22 27 32 37 42 47 52 57

E
n

(c
m

-1
)

Principal quantum number (n)

Theory (SCUNC)

Expt. (Yang et al. 2015)

Expt. (Cantu et al. 1985)

Figure 3. Plot of resonance energies (En, cm−1) versus principal quantum number (n) for the
3s23p4 (3P1)nd (2D5/2) Rydberg series of resonances originating from the Cl (2P0

3/2) ground state.
Experimental data (solid blue circles Ref. [18] and solid green triangles Ref. [19]) and theoretical
estimates (solid red line, SCUNC).

Atoms 2023, 11, x FOR PEER REVIEW 19 of 25 
 

mental data (solid blue circles Ref. [18] and solid green triangles Ref. [19]) and theoretical esti-

mates (solid red line, SCUNC). 

 

Figure 4. Plot of quantum defects (δ) versus principal quantum number (n) for the 3s23p4 

(3P1)nd(2D5/2) Rydberg series of resonances originating from the Cl (2P03/2) ground state. Experi-

mental data (solid blue circles Ref. [18] and solid green circles Ref. [19]) and theoretical estimates 

(solid red circles, SCUNC). 

0.000

0.050

0.100

0.150

0.200

0.250

0.300

0.350

0.400

12 17 22 27 32 37 42 47 52 57

Q
u
a
n
tu

m
 d

e
fe

ct
 (

)

Principal quantum number (n)

Theory (SCUNC)

Expt. (Yang et al. 2015)

Expt. (Cantu et al. 1985)

Figure 4. Plot of quantum defects (δ) versus principal quantum number (n) for the 3s23p4 (3P1)nd
(2D5/2) Rydberg series of resonances originating from the Cl (2P0

3/2) ground state. Experimental
data (solid blue circles Ref. [18] and solid green circles Ref. [19]) and theoretical estimates (solid red
circles, SCUNC).
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Figure 5. Plot of resonance energies (En, cm−1) versus principal quantum number (n) for the
3s23p4 (3P0)nd (2P3/2) Rydberg series of resonances originating from the Cl (2P0

3/2) ground state.
Experimental data (solid blue circles Ref. [18] and solid green triangles Ref. [19]) and theoretical
estimates (solid red line, SCUNC).
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Figure 6. Plot of quantum defects (δ) versus principal quantum number (n) for the 3s23p4 (3P0)nd
(2P3/2) Rydberg series of resonances originating from the Cl (2P0

3/2) ground state. Experimental data
(solid blue circles Ref. [18]) and theoretical estimates (solid red circles, SCUNC).
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4. Summary and Conclusions

In this paper, the first calculations of resonance energies, quantum defects and effective
charges of several Rydberg series resulting from the ejection of 3p electrons from the 2P0

3/2
ground state and 2P0

1/2 excited state of the neutral chlorine atom was carried out. Overall,
very good agreements were obtained between the present SCUNC calculations and the
available experimental data for resonance energies. In addition, for all the resonance
energies associated with an experimental quantum defect that varied in all directions, an
almost constant SCUNC quantum defect was tabulated up to n = 70. The new SCUNC data
quoted in the listed tables may be of great interest for the physical community focusing
their studies on the photoionization of atomic chlorine.
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Photoejection from Various Systems and
Radiative-Rate Coefficients
Anand K. Bhatia

Heliophysics Science Division, NASA/Goddard Space Flight Center, Greenbelt, MD 20771, USA;
anand.k.bhatia@nasa.gov

Abstract: Photoionization or photodetachment is an important process. It has applications in solar-
and astrophysics. In addition to accurate wave function of the target, accurate continuum functions
are required. There are various approaches, like exchange approximation, method of polarized
orbitals, close-coupling approximation, R-matrix formulation, exterior complex scaling, the recent
hybrid theory, etc., to calculate scattering functions. We describe some of them used in calculations of
photodetachment or photoabsorption cross sections of ions and atoms. Comparisons of cross sections
obtained using different approaches for the ejected electron are given. Furthermore, recombination
rate coefficients are also important in solar- and astrophysics and they have been calculated at
various electron temperatures using the Maxwell velocity distribution function. Approaches based
on the method of polarized orbitals do not provide any resonance structure of photoabsorption cross
sections, in spite of the fact that accurate results have been obtained away from the resonance region
and in the resonance region by calculating continuum functions to calculate resonance widths using
phase shifts in the Breit–Wigner formula for calculating resonance parameters. Accurate resonance
parameters in the elastic cross sections have been obtained using the hybrid theory and they compare
well with those obtained using the Feshbach formulation. We conclude that accurate results for
photoabsorption cross sections can be obtained using the hybrid theory.

Keywords: scattering functions; photoabsorption; photoionization; radiative attachment; opacity

1. Introduction, Calculations and Results

In 1865, J. C. Maxwell proposed his theory of propagation of electromagnet waves.
In 1887, experiments of H. Hertz confirmed his theory. His experiments also showed
the existence of discrete energy levels and led to Einstein’s photoelectric law [1]. In
a photoelectric effect, photons behave like particles rather than waves, as also in the
experiment on the scattering of X-rays by electrons by A. H. Compton [2]. This was also
confirmed by the experiments of Bothe and Geiger [3]. Their experiments showed that the
electron moved from its position in about 10−7 s. A wave would have taken much longer
to move the electron. Photodetachment of negative hydrogen ions is given by

hν + H− → e + H (1)

It was suggested by Wildt [4] that this process is an important source of opacity in
the atmosphere of the Sun, in addition to processes like bound-bound transitions, free-free
transitions, and Thomson scattering. The cross section, in units of Bohr radius, for this
process in the length form and in the dipole approximation is given by (cf. Appendix A)

σ(a2
0) = 4απk(I + k2)

∣∣∣
〈

Ψ f

∣∣∣z1 + z2

∣∣∣Φ
〉
|2 (2)

In the above expression, α = 1/137.036 is the fine structure constant, I is the ionization
potential, zi = ri cos(θi) are the dipole transition operators, and k is the momentum of the
outgoing electron. Rydberg units are used in this article. The function Φ represents the
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bound state wave function of the hydrogen ion and Ψ f is the wave function of the outgoing
electron and the remaining hydrogen atom. Various approximations have been made for
the scattering function.

The simplest approximation is the exchange approximation given by

Ψ(
→
r 1,
→
r 2) = u(

→
r 1)φ(

→
r 2)± (1↔ 2) (3)

In the above equation,
→
r 1 and

→
r 2 are the distances of the incident and bound electrons

from the nucleus, assumed fixed, so that the recoil of the nucleus can be neglected, u(
→
r 1) is

the scattering function and φ(
→
r 2) is the target function. Exchange between similar particles

is important. The plus sign refers to the singlet states and the minus sign refers to triplet
states. In these equations

u(
→
r 1) =

u(r1)

r1
YLo(θ1, φ1) (4)

The angles θ1 and ϕ1 are the spherical polar angles, measured in radians. The ground
state function is given by

φ(
→
r 2) = 2e−r2Y00(θ2, φ2) (5)

The scattering function u of the incident particle is obtained from
∫

Ylo(Ω1)φ0(
→
r 2)
∣∣∣H − E

∣∣∣Ψ(
→
r 1,
→
r 2)dΩ1d

→
r 2 = 0 (6)

Morse and Allis [5] carried out the exchange approximation calculations in 1933.
Assuming that the nucleus is of infinite mass, is fixed, and the recoil of the nucleus can be
neglected, the Hamiltonian H and energy E (in Rydberg units) are given by

H = −∇2
1 −∇2

2 −
2Z
r1
− 2Z

r2
+

2
r12

(7)

E = −Z2 + k2 (8)

Z is the nuclear change and k is the momentum of the incident particle. Using
Equation (6), we get the equation for the scattering function

[
d2

dr2 −
l(l + 1)

r2 + vdr1 + k2]ul(r1)± 4Z2[(Z2 + k2)δl0r1Vl(r1)−
2

2l + 1
yl(r1)] = 0 (9)

vd(r) =
2(Z− 1)

r
+ 2e−Zr(1 +

1
r
) (10)

yl(r) =
1
rl

r∫

0

xl+1φ0(x)ul(x)dx + rl+1
∞∫

r

φ0(x)
ul(x)

xl dx (11)

Vl =

∞∫

0

e−Zxxul(x)dx (12)

In Equation (9), δlo is the Dirac delta function. The scattering function behaves asymp-
totically like sin(kr− l π

2 + ηl), where ηl is the phase shift for the incident electron of angular
momentum l.

The target electron is distorted because of the electric field produced by the incident
electron, resulting in a lowering of the energy by ∆E = − 1

2 αE2
e , where α = 4.5a3

0 is the
polarizability of the hydrogen atom and Ee is the electric field produced by the incident
electron. For a slowly moving incident electron, this distortion has been taken into account
by the method of polarized orbitals of Temkin [6], assuming that the atom follows the
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instantaneous motion of the scattered electron. He proved that the target function, now
polarized, for an incident electron at a distance r1 is given by

Φpol(
→
r 1,
→
r 2) = φ0(

→
r 2)−

ε(r1, r2)

r2
1

u1s→p(
→
r 2) (13)

u1s→p(
→
r 2) =

cos θ12

(Zπ)0.5 e−Zr2(
Z
2

r2
2 + r2) (14)

In Equation (13), ε(r1, r2) is a step function which allows polarization of the target
electron only when the incident electron is outside the orbit of the target because the step
function is equal to 1 when r1 is greater than r2, zero otherwise. The integro-differential
equation for the function u(r1) for all angular momenta has been given by Sloan [7]. The
method of polarized orbitals has been used extensively for atoms as well as for molecules.
However, this method is not variationally correct, and only the long-range correlations can
be included.

The method has been modified in the hybrid theory [8] by replacing the step function
ε(r1, r2) by a cutoff function χ(r1) = (1− e−βr1)

n, where β and n are optimized to get the
maximum phase shifts and now the polarization of the target takes place whether the
incident electron is inside or outside the orbit of the target electron. Phase shifts have lower
bounds, i.e., they are always below the exact phase shifts, but approaching the correct value
as the number of short-range correlations is increased. Short-range correlations are also
included by writing the wave function as

Ψ(
→
r 1,
→
r 2) = u(

→
r 1)Φpol(

→
r 1,
→
r 2) + (1↔ 2) + ∑ CiΦi

l(
→
r 1,
→
r 2) (15)

The last term in the above equation representing correlation functions for any angular
momentum l are of the Hylleraas type. The equation for the scattering function is now
obtained from ∫

dΩ1d
→
r 2Ylo(Ω1)Φpol

∣∣∣H − E
∣∣∣Ψ(
→
r 1,
→
r 2) = 0 (16)

In the above equation, H is the Hamiltonian of the system and E is the energy.
The resulting equation is given in Ref. [8]. This formulation gives accurate phase shifts

and resonance parameters of He atoms and Li+ ions. The results compare well with those
obtained using other approaches.

The initial state Φ in Equation (2) can be a (1s1s) 1S state or (1s2s) 1,3S states. This
function Φ can be chosen of the Hylleraas form and is accurately known when calculating
energy of the state by the Rayleigh–Ritz variational principle and the final state function
can be calculated accurately using the hybrid theory or any other approach. Cross sections
have been calculated using the Hylleraas functions with 364 terms for the initial state
function, and when 35 short-range correlations are also included in the final state wave
function, as indicated in Equation (15). These results are given in Table 1 of ref. [9] and are
now given here in Table 1. We see that the inclusion of the short-range correlations does
change the cross sections slightly. Bell and Kingston [10], using the method of polarized
orbitals, also calculated these cross sections. Their results are also given in Table 1 along
with the close-coupling results of Wishart [11], who used the close-coupling approximation
for the continuum functions. We find that the results of ref. [10] differ from those calculated
using the hybrid theory which provides accurate scattering functions.
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Table 1. Photodetachment cross section (Mb) of H−.

k
Cross Section without

Short-Range
Correlations

Cross Sections with
Short-Range
Correlations

Bell and
Kingston,
Ref. [10]

Wishart,
Ref. [11]

0.01 0.0245 - - -
0.02 0.1959 - - -
0.03 0.6444 - - -
0.04 1.4736 1.4750 - -
0.05 2.7480 2.7517 - -
0.06 4.4914 4.4988 - -
0.07 6.6844 - - -
0.1 15.2465 15.3024 12.34 15.937
0.2 38.3688 38.5443 40.48 37.870

0.23 39.4354 39.6366 - 38.707
0.24 39.2882 - - -
0.25 38.9121 39.1350 - 38.116
0.26 38.3850 - - -
0.3 34.9684 35.2318 36.40 34.829
0.4 24.2537 25.4709 25.296 23.858
0.5 15.8692 16.0858 16.43 15.720
0.6 10.4924 10.7410 11.29 10.431
0.7 7.1258 7.4862 - 7.101

0.74 6.1530 6.6072 - 6.139
0.8 4.9768 5.6512 5.31 4.978

0.8544 4.1421 4.1421 - -
0.8631 4.0224 6.8976 - -
0.8660 3.9846 7.623 - -

We find that the maximum of the cross sections is at k = 0.23, which corresponds to a
photon of wavelength 8406.3 Å, (using λ = 911.267/ω Å). As the momentum of the emitted
electron, k, tends to zero, the photodetachment cross sections of the negative hydrogen ion
tend to zero because the final state function is proportional to j1(kr) which goes to zero for
as k tends to zero. Further, the cross section is directly proportional to k. Therefore, cross
section is equal to zero at k = 0.0.

Ohmura and Ohmura [12], using the effective range theory and the loosely bound
structure of hydrogen ion, obtained

σ =
6.8475× 10−18γk3

(1− γρ)(γ2 + k2)3 cm2 (17)

In the above expression, γ = 0.2355883 is the square root of the binding energy and
ρ = 2.646 ± 0.004 is the effective range. The maximum of these cross sections occurs at
k = 0.236 or at 8195 Å which is close to the maximum of the cross sections obtained using
the hybrid theory. Miyska at el. [13], using the R-matrix approach, have obtained accurate
results for the photodetachment of the negative H ion. However, their results are given in
form of curves and it is difficult to get accurate results for comparison. The experimental
results [14,15] are also given in the form of curves and it is difficult to get accurate results
for comparison. However, they appear to be close to the present results. The maximum is
around 8000 Å, which is close to 8406.3 Å obtained using the hybrid theory. The results
obtained using the hybrid theory and those obtained using Equation (17) are given in
Figure 1. We find that the two sets of results are very close to each other.
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the long-range correlations in Equation (15) are included; the middle curve is obtained when the
short-range and long-range correlations are included in Equation (15). The top curve is obtained for
cross sections obtained by Ohmura and Ohmura using the effective range theory, Equation (17).

Similar calculations have been carried out for the photoionization of He and Li+. The
results have been compared with the results obtained in other calculations and also with the
experimental results, the agreement is good. Cross sections for photoionization of He agree
with those obtained using the R-matrix theory [16] and the experimental results [17,18].
These results are given in Table 2 and are also shown in Figure 2. All the three curves
overlap. It is not possible to distinguish one curve from the other. This indicates that the
hybrid theory gives results which are as accurate as those obtained using the R-matrix
formulation, which is a very a versatile but is a very complicated theory. Photoabsorption
in He played an important role in indicating the presence of resonances and in determining
their positions and widths [19]. The line shape parameter q [20] is inversely proportional
to the matrix element in the calculation of photoionization given in Equation (2). This
parameter can be calculated accurately because the matrix element is known accurately.
The matrix element appearing in the expression for q depends on the bound state wave
function and the continuum function of the ejected electron in the photoionization cross
section, and these functions can be obtained with very high accuracy.

It should be pointed out that these cross sections are finite as k goes to zero. In this
case, the final continuum functions are Coulomb functions which behave like reciprocal of
the square root of k. The k outside cancels with k inside the square of the matrix element
giving finite cross sections as k goes to zero.

Yan et al. [21] using the accurate measurements at low energies and theoretical calcu-
lated results at high energies have calculated photoionization cross sections of He and H2.
Their interpolated results for He agree well with cross sections obtained using the hybrid
theory given in Table 2. They have also calculated photoionization cross sections of H2 as
well as sum rules for He and H2.
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Table 2. Photoionization cross sections (Mb) for the ground state of He obtained with correlations.

k Hybrid Theory [8] R-Matrix [16] Experiment Ref. [17] Experiment Ref. [18]

0.1 7.3300 7.295 7.51 7.44
0.2 7.1544 7.115 7.28 7.13
0.3 6.8716 6.838 6.93 6.83
0.4 6.4951 6.474 6.49 6.46
0.5 6.0461 6.006 5.99 6.02
0.6 5.5925 5.535 5.46 5.55
0.7 5.0120 4.995 4.92 5.04
0.8 4.4740 4.482 4.38 4.51
0.9 3.9649 - - -
1.0 3.4654 3.476 3.38 3.48
1.1 3.0206 3.023 2.91 3.00
1.3 2.2561 2.271 2.17 2.19
1.4 1.9821 1.943 1.87 1.89
1.5 1.6817 - - -
1.6 1.6329 - - -
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Figure 2. Photoionization of He. A comparison of cross sections calculated using the hybrid theory [8]
and R-matrix approximation [16] with the experimental results [17,18] is shown.

Similar calculations [9] for photoionization of (1s2s) 1S and 3S states of He have
been carried using the hybrid theory [8] with 455 terms in the bound state wave function.
These results are shown in Table 3. The cross sections are compared with those obtained
by Norcross [22], using the method of coupled equations for calculating the continuum
functions. The results obtained using the hybrid theory are also compared with those of
Jacobs [23], who also used pseudostates in the coupled equations.

Similar calculations [9] also have been carried for Li+ using the hybrid theory with
165 terms for the ground state wave function. Calculations have also been carried out by
the method of polarized orbits. The results obtained using the hybrid theory are given in
Table 4 and they are compared with results of Bell and Kingston [10] and Daskhan and
Ghosh [24]; the method of polarized orbitals [6] has been used in Refs. [10,24].
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Table 3. Photoionization cross sections (Mb) for the metastable states of He.

(1s2s) 1S State of He

k Hybrid Theory [9] Norcross [22] Jacobs [23]

0.1 8.7724 8.973 -
0.2 7.5894 7.344 -
0.3 6.0523 5.885 -
0.4 4.5403 4.595 -
0.5 3.2766 3.467 3.260
0.6 2.2123 2.515 2.357
0.7 1.6047 1.725 1.661
0.8 1.1230 1.104 1.141
0.9 0.7863 0.647 0.771
1.0 0.5474 0.360 0.521
1.1 0.3796 0.240 0.364
1.3 0.1858 - 0.212
1.4 0.1279 - 0.162
1.5 0.07001 - 0.090

(1s2s) 3S state of He

0.1 5.2629 4.749 -
0.2 5.0795 4.564 -
0.3 4.2004 4.112 -
0.4 3.4403 3.537 -
0.5 2.7189 2.912 -
0.6 2.1531 2.295 -
0.7 1.4564 1.733 -
0.8 1.3539 1.256 -
0.9 0.9728 0.885 -
1.0 0.6551 0.623 -
1.1 0.5577 0.463 -
1.2 0.3744 0.383 -
1.3 0.2898 0.347 -
1.5 0.2218 - -

Table 4. Photoionization cross sections (Mb) of the ground state (1s1s) 1S of Li+..

k (Ry) Hybrid Theory,
Ref. [8] Ref. [10] Ref. [24]

1.6 1.1706 1.183 1.146
1.5 1.2768 1.297 1.248
1.4 1.3879 1.414 1.353
1.3 1.5035 1.533 1.459
1.2 1.6219 1.652 1.566
1.1 1.7396 1.770 1.674
1.0 1.8613 1.886 1.780
0.9 1.9792 1.998 1.885
0.8 2.0921 2.105 1.988
0.7 2.0005 2.206 2.087
0.6 2.2088 2.993 2.182
0.5 2.3870 2.384 2.271
0.4 2.4373 2.457 2.355
0.3 2.5231 2.520 2.432
0.2 2.5677 2.569 2.501

Photoionization cross sections of the metastable states of Li+ ion have been calculated
using the hybrid theory and 165 terms for the (1s2s) 1S state and 120 terms for the (1s2s) 3S
state [9]. These results are shown in Table 5.
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Table 5. Cross sections (Mb) for the metastable states of Li+ ion.

K (Ry) (1s2s) 1S (1s2s) 3S

0.1 - 2.4456
0.2 2.5677 2.3780
0.3 2.5231 2.235
0.4 2.4622 2.0516
0.5 2.3869 1.8437
0.6 2.2998 1.6284
0.7 2.1999 1.4175
0.8 2.0925 1.2173
0.9 1.9789 1.0349
1.0 1.8605 0.8733
1.1 1.7414 0.7327
1.2 1.6219 0.6096
1.3 1.5037 0.5071
1.4 1.3886 0.4252
1.5 1.2777 0.3556
1.6 1.1716 0.2979
1.7 1.0712 0.2503
1.8 0.9770 0.2109
1.9 0.8892 0.1788
2.0 0.8079 0.1524
2.1 0.7332 0.1311
2.2 0.6649 0.1141
2.3 0.6034 0.1012
2.4 0.5488 0.0931
2.5 0.5025 0.0936

2. Radiative Attachment

Until this point, we have discussed the photodetachment process. However, the
inverse process, namely, the radiative attachment is also possible. This process plays an
important role in solar- and astrophysical problems. This is an important process, creating
negative hydrogen ions which are important in understanding opacity of the solar system.
The formation of the hydrogen molecule takes place through such processes:

e + H → H− + hν (18)

H− + H → H2 + e (19)

Such recombination processes take place in the early Universe when the temperature
of matter and radiation was close to a few thousand degrees. In Equations (18) and (19),
H can be replaced by He+ and Li2+ to form a He atom and Li+ ion in the final state. The
attachment cross section in terms of the photodetachment cross sections or photoionization
cross section σ is given by

σa = (
hν

cpe
)

2 g f

gi
σ = (

hν

cpe
)

2 1
2mE

g f

gi
σ (20)

This relation follows from the principle of detailed balance. In Equation (20), pe = k is
the incident electron momentum. The radiative-attachment cross sections are smaller than
the photoabsorption cross sections. In Equation (20),

gi = (2le + 1)(2Se + 1)(2SH + 1) = 3× 2× 2 = 12

and
g f = (2× lhν + 1)(2)(2SH− + 1) = 6(2SH− + 1)
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The electron has an angular momentum = 1 = photon angular momentum, photon
has two polarization directions, spin of the electron = 0.5 = spin of H, while the spin of
the negative H− = 0. Combining all these factors, we get gi and g f . These cross sections
averaged over the Maxwellian velocity distribution f (E) is given by

αR(T) = 〈σave f (E)〉 (21)

The electron velocity is ve, the recombination rate coefficient is given by

αR(T) = (
2
π
)

0.5 c

(mc2kBT)1.5

g f

gi

∫
dE(E + I)2σe−E/kBT (22)

E = k2 is the energy of the electron in Equation (22), kB is the Boltzmann constant, T
is the electron temperature, and photon energy is E = I + k2, where I is the threshold for
photoabsorption. In Table 6, we give the recombination rates, averaged over the Maxwellian
velocity distribution, at various temperature for the negative hydrogen ion, He, and Li+. A
comparison with R-matrix results is also given in Table 6.

Table 6. Recombination rate coefficients (cm3/s) for (1s1s) state of H−, He, and Li+. A comparison
with R-matrix results (interpolated) is also indicated.

T αR(T)×1015, H− αR(T)×1013, He αR(T)×1011, Li+

- - Using Hybrid Theory
Cross Sections Results

Using R-Matrix
Cross Sections [25] -

1000 0.99 2.50 4.75 0.12
2000 1.28 2.30 3.43 1.04
5000 2.40 1.87 2.15 2.62
7000 2.82 1.66 1.79 2.92

10,000 3.20 1.45 1.48 3.03
12,000 3.37 1.35 1.36 3.02
15,000 3.56 1.23 1.22 2.95
17,000 3.65 1.17 1.19 2.89
20,000 3.75 1.10 1.08 2.79
22,000 3.79 1.05 1.04 2.73
25,000 3.83 0.99 0.99 2.63
30,000 3.83 0.92 0.93 2.49
35,000 3.77 0.87 0.89 2.36
40,000 3.67 0.82 0.86 2.25

The radiative rate coefficients for attachment to metastable states (1s2s) 1,3S states of
He and Li+ are given in Table 7. A comparison of the results obtained using the hybrid
theory with those obtained using the R-matrix formalism is also given in Table 7.

An extensive search to find the R-matrix calculations on recombination to Li ion failed
to find any results. It seems such a calculation has not been carried out.

Nahar [25] has carried out R-matrix calculations of photoionization of the helium atom
and recombination rate coefficients. Her photoionization results have been discussed above.
The agreement between the cross sections obtained using the hybrid theory and R-matrix,
along with the experimental results, is very good. The recombination rate coefficients to
the ground state using the hybrid theory given in Table 6 agree with the results obtained
using the R-matrix theory. The results for metastable states are indicated in Table 7. The
agreement of the rate coefficients for the metastable states is quite good. This is surprising
because the photoionization cross sections for metastable states obtained using the hybrid
theory agree well with those obtained using the close-coupling approximation [22,23].

The reason that the method of polarized orbitals works well for atoms as well as for
ions to provide accurate results for photoabsorption cross sections is the fact that the polar-
ized target function depends on the nuclear charge Z only, as indicated in Equation (13).
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Table 7. Recombination rate coefficients (cm3/s) of the metastable states of He and Li+, and compari-
son with the R-matrix results (interpolated).

- He Li+

- 3S 1S 3S 1S

- Hybrid R-Matrix Hybrid R-Matrix Hybrid Hybrid

T αR(T)×1014 αR(T)×1015 αR(T)×1014 αR(T)×1014

1000 2.13 4.33 8.27 17.13 4.68 2.99
2000 2.08 3.20 7.97 12.55 4.47 2.87
5000 1.71 2.05 7.30 7.85 3.48 2.37
7000 1.56 1.71 5.71 6.43 3.09 2.03

10,000 1.40 1.39 5.05 5.12 2.68 1.78
12,000 1.32 1.26 4.73 4.54 2.49 1.66
15,000 1.23 1.11 4.35 3.93 2.26 1.52
17,000 1.18 1.04 4.15 3.64 2.14 1.45
20,000 1.12 0.97 3.90 3.33 1.98 1.36
22,000 1.09 0.94 3.75 3.19 1.90 1.31
25,000 1.04 0.91 3.57 3.05 1.79 1.24
30,000 0.98 0.90 3.31 2.97 1.64 1.15
35,000 0.93 0.92 3.10 3.03 1.52 1.08
40,000 0.89 0.97 2.93 3.18 3.14 1.02

3. Photoejection with Excitation

Up to now we have considered photoabsorption when the remaining atom or ion is
left in the ground state. However, it is possible to leave the remaining atom or ion in an
excited state [26]. For example, in the photoionization process

hν + He→ He+ + e (23)

In the above equation, ionized helium can be in the excited 22S or 22P states. When
the remaining atom or ion is in the 22P state, there is a possibility of emission of Lyman-α
radiation of 304 Å, as in the photodetachment of the negative hydrogen ion or photoabsorp-
tion. The outgoing photoelectron can be in the angular momentum l f = 0 or 2 when the
resulting state is in 2P state and l f = 1 when the resultant state is 2S state. Similar processes
can take place when the targets are H−, Li+, Be2+, and C4+.The cross section in the dipole
approximation is given by

=
4παkω

3(2li + 1)
(|M0|2 + |M2|2) (24)

for 2P states and
=

4παω

3(2li + 1)
|M1|2 (25)

for 2S states. The matrix M is defined as

Ml f
= (2l f + 1)0.5|〈Ψ f |z1 + z2|Φi〉| (26)

The continuum functions are calculated in the exchange approximation (cf. Equa-
tion (5)). Table 8 gives the ratios R1 = σ(22S)/σ(12S) and R2 = [σ(22S) + σ(22P)]/σ(12S)
for the negative hydrogen ion. He and Li2+. Komninos and Nicolaides [27] have calculated
ratios of leaving the He ion in 2p and 2s states using the K-matrix theory. Jacobs and
Burke [28] have also calculated these ratios using the close-coupling approximation. The
agreement with the results of [27,28] is not good because the continuum functions are
calculated in the exchange approximation, instead of using the hybrid theory. However,
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the calculations are much easier than using other approximations. The simpler approach
might not give definitive results but is helpful in understanding various processes.

Table 8. Ratios R1 and R2.

k R1 R2

- H−

0.1 1.1760 (−4) 8.1873 (−2)
0.2 3.9946 (−4) 4.4460 (−2)
0.3 2.2783 (−3) 4.9332 (−2)
0.4 1.3944 (−2) 6.1779 (−2)
0.5 6.4958 (−2) 1.0498 (−1)
0.6 1.6743 (−1) 2.0920 (−1)
0.7 2.6673 (−1) 3.2210 (−1)
0.8 3.3490 (−1) 3.9742 (−1)

- He

0.1 8.0146 (−3) 1.2794 (−2)
0.2 8.6667 (−3) 1.3318 (−2)
0.3 9.6384 (−3) 1.4112 (−1)
0.4 1.0774 (−2) 1.5065 (−1)
0.5 1.1935 (−2) 1.6097 (−2)
0.6 1.3075 (−2) 1.7206 (−2)
0.7 1.4252 (−2) 1.8497 (−2)
0.8 1.5551 (−2) 2.0062 (−2)

- Li+

0.2 4.9346 (−3) 6.4426 (−3)
0.3 4.9889 (−3) 6.5041 (−3)
0.4 5.0594 (−3) 6.5849 (−3)
0.5 5.1422 (−3) 6.6814 (−2)
0.6 4.0317 (−3) 5.2310 (−3)
0.7 5.3781 (−3) 6.9693 (−3)
0.8 5.5344 (−3) 7.1657 (−3)
0.9 5.7203 (−3) 7.4081 (−3)
1.0 5.9438 (−3) 7.6979 (−3)
1.1 6.2085 (−3) 8.0436 (−3)
1.2 6.5170 (−3) 8.4476 (−3)
1.3 6.8761 (−3) 8.9126 (−3)
1.4 7.2914 (−3) 9.4507 (−3)
1.5 7.7664 (−3) 1.0062 (−2)
1.6 8.3090 (−3) 1.0753 (−2)

The radiative rate coefficients averaged over the Maxwellian velocity distribution are
given in Table 9.

Table 9. Recombination rate coefficients (cm3/s) to (1s1s) 1S state from 2S and 2P states.

T αR×1016, H− αR×1016, He αR×1016, H− αR×1016, He

- Final State is 2S Final State is 2P

2000 4.36 (−3) 19.3 0.75 33.7
4000 2.86 (−2) 16.8 1.00 25.0
5000 5.83 (−2) 15.9 1.10 22.1
7000 1.73 (−1) 14.5 1.24 17.9

10,000 5.07 (−1) 13.2 1.35 14.0
12,000 8.30 (−1) 12.6 1.38 12.2
15,000 1.43 11.8 1.39 10.2
17,000 1.93 11.4 1.38 9.25
20,000 2.59 10.9 1.36 8.07
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Table 9. Cont.

T αR×1016, H− αR×1016, He αR×1016, H− αR×1016, He

- Final State is 2S Final State is 2P

22,000 3.17 10.7 1.34 7.43
25,000 3.89 10.3 1.30 6.64
30,000 4.97 9.98 1.24 5.64
35,000 5.86 9.55 1.18 4.89
40,000 6.55 9.28 1.12 4.31
45,000 7.06 9.06 1.06 3.86
50,000 7.43 8.88 1.00 3.48
60,000 7.81 8.62 0.904 2.91
70,000 7.88 8.42 0.818 2.50
80,000 7.76 8.26 0.742 2.18
90,000 7.53 8.11 0.676 1.93

100,000 7.25 7.97 0.619 1.73
200,000 4.48 6.38 0.307 0.82
300,000 2.96 4.94 0.189 0.511

4. Photoionization of Lithium and Sodium

Until this point, we discussed photoabsorption where the continuum functions were
calculated using hybrid theory. However, we have some calculations mentioned above
where the method of polarized orbitals was used. There are other calculations like pho-
toionization of lithium [29] where the method of polarized orbitals was used. Cross sections
for this process are given in Table 10.

Table 10. Photoionization cross sections (10−18 cm2).

k Cross Section K Cross Section

0.10 1.601 0.80 0.905
0.20 1.672 0.90 0.724
0.30 1.709 1.00 0.574
0.35 1.697 1.20 0.355
0.40 1.660 1.40 0.219
0.50 1.521 1.60 0.136
0.54 1.427 1.80 0.087
0.60 1.324 1.90 0.069
0.70 1.110 - -

Similar calculations [30] have been carried out for the photoionization of sodium
atoms. These results are given in Table 11 and are compared with the close-coupling results
of Butler and Mendoza [31]. Cross sections at low energies agree fairly well with those
obtained using the close-coupling approximation.

Table 11. Photoionization cross sections (10−20 cm2) of Na atoms.

k Pol. Orb. Approx. [30] Close-Coupling Approx. [31]

0.0 8.419 8.496
0.1 5.748 5.390
0.2 1.228 1.142
0.3 0.319 0.264
0.4 3.536 3.513
0.5 7.832 7.773
0.6 11.111 11.416
0.7 12.627 13.411
0.8 12.815 13.740
0.9 12.157 12.957
1.0 11.047 12.102
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Table 11. Cont.

k Pol. Orb. Approx. [30] Close-Coupling Approx. [31]

1.1 9.934 12.102
1.2 8.602 -
1.3 7.714 -
1.4 6.893 -
1.5 6.134 -
1.6 5.361 -
1.7 4.843 -
1.8 4.392 -
1.9 3.905 -
2.0 3.507 -

5. Photodetachment of 3Pe State of Negative Hydrogen Ion

It is well known that the negative hydrogen ion has only one bound state. However,
there is another bound triplet (2p2p)P state of even parity, which is not well known. The
bound state function has been calculated using Hylleraas type functions [32], where the
energy of the state is given as −0.2506536415 Rm, and Rm is the reduced Rydberg. This
photodetachment process is similar to photoejection mentioned above in Equation (22). The
continuum functions were calculated using the 1s-2s-2p close coupling approximation [33].
Cross sections are given in Table 12.

Table 12. Cross sections (cm2) for the photodetachment of the 3Pe state of a negative hydrogen ion.

Photon Energy (Ry) Final State Is (2s) Final State Is (2p)

0.002 8.74 (−17) 3.99 (−16)
0.004 6.67 (−17) 4.01 (−16)
0.006 4.61 (−17) 3.03 (−16)
0.008 3.52 (−17) 2.43 (−16)
0.010 2.90 (−17) 2.18 (−16)
0.014 2.16 (−17) 1.99 (−16)
0.018 1.69 (−17) 1.76 (−16)
0.022 1.38 (−17) 1.50 (−16)
0.026 1.16 (−17) 1.27 (−16)
0.030 1.01 (−17) 1.10 (−16)
0.040 7.93 (−18) 8.33 (−17)
0.050 6.81 (−18) 6.79 (−17)
0.150 2.64 (−18) 1.69 (−17)
0.250 8.63 (−18) 6.37 (−18)

Radiative attachment
e + H(2s)→ H(2 3Pe) + hν (27)

e + H(2p)→ H(23Pe) + hν (28)

These two processes are important sources of infrared emission. The radiative attac-
ment cross sections are given in Ref. [30].

6. Photodetachment of Negative Positronum Ion

Photodetachment of the negative positronium ion is very much like the photodetach-
ment of a negative hydrogen ion. It is indicated by

hν + Ps− → e− + Ps (29)

This process also contributes to the opacity of the Sun and the stellar atmosphere. The
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binding energy of the positronium ion has been calculated by Bhatia and Drachman [34].
Following Ohmura and Ohmura [12], we write the wave function of the positronium ion as

Φ(Rj, rk) = C
e−γRj

Rj
φ(rk) (30)

The constant C is determined using the exact wave function given in Ref. [34], where
3γ2

2 = binding energy = 0.024010113. We use plane waves for the scattering function [35].
The expression for the cross section is given in Equation (31). The cross section is the same
for the process obtained by the charge conjugation of the process indicated in Equation (29).
The cross section [35] is given by

σ = 1.32× 10−18 k3

(k2 + γ2)3 cm2 (31)

In Table 13, cross sections for the photodetachment are given, and they are also
indicated in Figure 3.

Table 13. Photodetachment. Cross sections (cm2).

Photon Energy (Ry) Cross Section

0.26 1.58 (−17)
0.22 1.98 (−17)
0.20 2.41 (−17)
0.16 2.97 (−17)
0.13 3.81 (−17)
0.12 4.17 (−17)
0.11 4.59 (−17)
0.10 5.08 (−17)
0.08 6.27 (−17)
0.07 6.97 (−17)
0.065 7.33 (−17)
0.060 7.67 (−17)
0.05 8.13 (−17)
0.04 7.66 (−17)
0.03 4.16 (−17)

We can use the Thomas–Reiche–Kuhn sum rule to judge the accuracy of our calculation.
The sum rule is given by

S−1 =
1

2π2αa2
0

λ0∫

0

dλ

λ
σ(λ) =

8
27
〈(→r 1 +

→
r 2)

2〉 = 8
27

(4〈r2
1〉 − 〈r2

12〉) (32)

In the above equation, λ0 is the threshold wave length for the photodetachment
of the negative positronium ion. The expectation values of 〈r2

1〉 and 〈r2
12〉 have been

calculated using the exact wave function of the positronium ion [34]. The left-hand side of
Equation (32) is equal to 31.7 and the right-hand side is equal to 29.775. This shows that
our cross section using the approximate wave functions exceed by 6.5%. This is confirmed
by Ward et al. [36], who have carried out accurate calculations using accurate initial state
wave function having 95 linear parameters of Ps− and continuum functions were obtained
using the Kohn variational principle with 220 linear parameters. Their results for the cross
sections are lower (cf. figure in their paper) than those obtained in Ref. [35].
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This calculation [35] has been extended to the photodetachment of the positronim
ion when the positronium atom is left in nP states, n = 2, 3, 4, 5, 6, and 7 [37]. The 2P
state can decay into 1S state which would correspond to Lyman-α Ps-radiation, just like
1216 Å radiation which has been observed from the center of galaxy [38], where it is due
to a transition from 2P to 1S in a hydrogen atom. The photodetachment cross sections to
various excited states are given below:

σ(2p) = 164.492C(k)
σ(3p) = 26.3782C(k)
σ(4p) = 9.1664C(k)
σ(5p) = 4.3038C(k)
σ(6p) = 2.3764C(k)
σ(7p) = 0.2675C(k)

where,

C(k) =
10−20k

(γ2 + k2)
cm2 (33)

Similar calculations can be carried out for leaving the positronium atom in ns states,
n = 2 to 7. The transition from the 2s state to 1s state would be with the emission of
2 photons just like that in the case of a hydrogen atom.

We have discussed photoionization and photoabsorption for various systems using
the expression for the cross section given in Equation (2). The derivation of this formula in
Equation (2) is given in [39] (repeated in the Appendix A). In this article, photoionization
cross sections of the (1s1s 1S), (1s2s 1,3S), (1s3s 3S) states of Be2+, C4+, and O6+, along with
radiative recombination rate coefficients at various electron temperatures, are given. Fitting
formulae for photoionization cross sections are also given in [39].

Until this point, we have mostly mentioned two-electron systems and we have given
cross sections using the exchange approximation, method of polarized orbitals, plane-wave
approximation, R-matrix formulation, and hybrid theory. There are other calculations like
coupled cluster study of photoionization by Tenoril et al. [40]. They use an asymptotic
Lanczos algorithm to calculated photoionization and photodetachment cross sections of
of He and give results in the form of a curve. It is difficult to get meaningful results for
a comparison. However, they do give the sum rule S(0) = 1.999 for He, which is close to
the exact value equal to 2, the number of electrons in the He atom, indicating the accuracy
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of their calculation. The exterior complex scaling has been used by Andric et al. [41] to
calculate photoionization cross section of positive HCl ion. Measurements of photodetach-
ment cross sections of Li−, Be−, and B− have been carried out using interacting beams by
Pegg [42]. Photoionization cross sections of excited states of CO, N2, and H2O have been
calculated by Ruberti et al. [43] using the many-electron Green’s function approach. In a
simple system like a hydrogen atom, Broad and Reinhardt [44] used L2 basis to calculate
photoionization of a hydrogen atom in the energy range 1.002 to 3.50 Rydberg; their results
are given in Table 14. Their results appear close to those given by Joachain [45] in his book
and also to the result 0.225 a2

0 at the threshold. These cross sections obtained using L2 basis
are higher than those obtained using the R-matrix approach. Perhaps, there is possibility
of improving the L2 basis approach. It is very important to try other approximations in
addition to the R-matrix approach.

Table 14. Photoionization cross sections (a2
0) of a hydrogen atom.

Photon Energy (Ry) Cross Section R-Matrix Cross Section a

1.002 0.4478 -
1.500 0.1494 0.0747
2.000 0.0666 0.03327
2.500 0.0350 0.01438
3.000 0.0206 0.01045
3.500 0.0130 0.00654

a These cross sections calculated by S. N. Nahar are given in NORAD Atomic-Data.

Very recently, Nahar [46] has carried out very detailed and accurate calculations of
photoionization cross sections and electron-ion recombination of n = 1 to very high n values
of hydrogenic ions. Since hydrogen is very abundant in the universe, the results of this
calculation are of immense importance in applications to solar- and astrophysics.

Paul and Ho [47] have calculated cross sections of H in the presence of Debye potential,
while Kar and Ho [48] have calculated cross sections of the hydrogen negative ion in the
Debye potential. Sahoo and Ho [49] have also calculated photoionization cross sections
of Li and Na in the presence of the Debye potential. They find that in the presence of a
Debye potential, the maximum of the photodetachment cross section of the negative ions
moves to higher wave lengths as the Debye length decreases, making the plasma dense.
The plasma is least dense when the Debye length is infinite.

7. Opacity

Opacity implies the loss of photons as in the photoabsorption indicated in
Equations (1) and (29). We know the photodetachment cross sections of the negative hy-
drogen ion and of the positronium ion, we can compare their contributions to the opacity
of the atmosphere of the Sun and the interstellar medium provided we include the free-
free transitions:

hν + e + H → e + H (34)

hν + e + Ps→ e + Ps (35)

In these processes the electron with energy k2
0 absorbs an energy hν of a photon

in the initial state and the final energy of the electron is k2, the change in energy is
hν = ∆k2 =

∣∣k2
0 − k2

∣∣. The same kind of processes take place when the electrons in
Equations (34) and (35) are replaced by positrons. The formula for free-free transitions
has been given by Chandrasekhar and Breen [50]. Positrons had not been considered earlier
and they contribute substantially, as indicated in Table 15, where a few values of cross
sections are given at T = 6300 K.
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Table 15. Comparison of bound-free (σb f ) and free-free (σf f ) cross sections (cm2) for electrons and
positrons, T = 6300 K.

hν (Ry) Electrons Positrons

- σbf σff σbf+σff σbf σff σbf+σff

0.26 2.26 (−17) 4.28 (−20) 2.27 (−17) 8.61 (−18) 4.14 (−21) 8.61 (−18)
0.24 2.47 (−17) 4.94 (−20) 2.47 (−17) 9.58 (−18) 4.74 (−21) 9.58 (−18)
0.22 2.70 (−17) 5.81 (−20) 2.70 (−17) 1.08 (−17) 3.49 (−21) 1.08 (−17)
0.20 2.96 (−17) 6.95 (−20) 2.96 (−17) 1.22 (−17) 6.45 (−21) 1.22 (−17)
0.18 3.25 (−17) 8.53 (−20) 3.25 (−17) 1.39 (−17) 7.71 (−2 1) 1.39 (−17)
0.16 3.56 (−17) 1.07 (−19) 3.57 (−17) 1.62 (−17) 9.49 (−21) 1.62 (−17)
0.14 3.87 (−17) 1.39 (−19) 3.88 (−17) 1.90 (−17) 1.19 (−20) 1.90 (−17)
0.12 4.15 (−17) 1.88 (−19) 4.17 (−17) 3.17 (−17) 1.56 (−20) 3.17 (−17)
0.10 4.13 (−17) 2.69 (−19) 4.16 (−17) 4.17 (−17) 2.15 (−20) 4.17 (−17)
0.08 3.50 (−17) 4.20 (−19) 3.35 (17) 3.42 (−17) 3.20 (−20) 3.42 (−17)
0.06 7.05 (−18) 7.45 (−19) 7.80 (−18) 8.96 (−17) 5.38 (−20) 8.97 (−17)
0.04 0.0 a 1.68 (−18) 1.68 (−18) 1.65 (−16) 1.13 (−19) 1.65 (−16)
0.03 0.00 2.99 (−18) 2.99 (−18) 2.53 (−16) 1.96 (−19) 2.53 (−16)
0.02 0.00 6.74 (−18) 6.74 (−18) 4.64 (−16) 4.30 (−19) 4.64 (−16)
0.01 0.00 2.70 (−17) 2.70 (−17) 1.30 (−15) 1.68 (−15) 1.30 (−15)

0.005 0.00 1.08 (−16) 1.08 (−16) 3.63 (−15) 6.72 (−15) 3.64 (−15)
0.003 0.00 3.00 (−16) 3.00 (−16) 7.69 (−15) 1.87 (−17) 7.71 (−15)
0.001 0.00 2.70 (−15) 2.70 (−15) 3.55 (−14) 1.68 (−16) 3.57 (−14)

a Photon energy less than 0.055 (Ry) is not sufficient for photodetachment.

In Figure 4, we give the total (detachment plus free-free) electron and positron cross
sections. We find that the positron contribution is substantial and should be taken into
account in the opacity calculations.
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Similarly, photoionization of other atoms and ions and free-free transitions contribute
to opacity. However, hydrogen is the most abundant atom in the universe compared to
other atoms and ions, whose concentrations decrease as Z, the nuclear charge, increases.

8. Conclusions

Here we described the photoabsorption process of two-electron systems for which
scattering functions are required. There are various approaches to calculate continuum
functions. We also described calculations in which we have used the exchange approxi-
mation, method of polarized orbitals, hybrid theory, close-coupling approximation, and
R-matrix formalism. Further, we have mentioned photoabsorption cross sections of var-
ious molecules and sum rules. Cross sections were calculated using the coupled cluster
formalism, which uses the asymptotic Lanczos algorithm, complex exterior scaling, and
L2 basis. These methods are briefly mentioned. Cross sections were compared with those
obtained in other calculations and also with the experimental results. The photodetachment
cross sections of the negative positronium ion, Ps−, were calculated using the Ohmura and
Ohmura approximation for the bound state and the plane-wave approximation for the final
continuum state wave function. For a long time, it was thought that only processes involv-
ing electrons contribute to the opacity of the Sun and the interstellar medium. However,
positrons do exist in many regions of the Sun and the interstellar medium [51]. Therefore, it
is necessary to consider positrons in calculations of opacity. We have indicated in Table 15
that not only electrons but positrons also contribute substantially to the opacity of the Sun
and of the interstellar medium.

Since the observation of the photoionization process in metals by Lenard [52] in
1902, there have been many experiments to observe photoionization in atoms, ions, and
molecules and theoretical developments to calculate cross sections for this process. We
have mentioned a few of the experiments and theoretical approaches.
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Appendix A

We briefly derive the photoionization formula for the hydrogen atom.
Photoionization is given by

hν + H → H+ + e (A1)

The interaction Hamiltonian is given by

H′ = − e
2mc

(
→
A ·→p +

→
p ·
→
A) = − e

mc

→
A ·→p (A2)

In the above equation,
→
A is the vector potential and

→
p is the electron momentum. The

vector potential satisfies the condition div
→
A = 0 and it is represented by

→
A = A0

→
ε ei
→
k ·→r (A3)

In the above equation
→
k is the photon momentum which in magnitude is less than the

radius of the atom, which implies that the exponential factor can be taken as equal to 1.0.
This is called the dipole approximation and

→
ε is the polarization direction, perpendicular to
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the z-axis, the incident photon direction. There are two polarization directions. However, for
the derivation we need to consider only one of them and we can consider the polarization
in the direction of the x-axis. The density of states is given by

ρ(k) =
mk

(2π)3}2
sin(θ)dθdϕ (A4)

Here θ is the angle between
→
k and the photon direction. The incident flux is given by

ω2 A2
0

2πc(}ω)
=

ωA2
0

2π}c
(A5)

The electron momentum satisfies the commutation relation

〈→p 〉 = m
d
→
r

dt
= m〈 1

i} [H,
→
r ]〉 = mE

i} }ω〈→r 〉 (A6)

Therefore,

〈H′〉 = − e
mc
〈
→
A ·→p 〉 = − eωA0

ic
〈→ε ·→r 〉 (A7)

The transition probability is given by

ωp =
2π

} ρ(k)|〈H′〉|2 =
2π

} ρ(k)
e2ω2 A2

0
c2 |〈→ε ·→r 〉|2 (A8)

Therefore, the differential cross section is given by

σ(θ, ϕ) sin(θ)dθdϕ =
ωp

Flux
(A9)

This gives

σ(θ, ϕ) =
2π

}
mk

(2π)3}2

e2ω2

c2

A2
0

∣∣∣
〈→

ε ·→r
〉∣∣∣2(2π}c)

ωA2
0

(A10)

Since →
ε ·→r = (

→
ε · k̂)(k̂·→r ) = sin(θ) cos(ϕ)(k̂ ·→r ) (A11)

σ(θ, ϕ) sin(θ)dθdϕ =
mke2}ω

2π}3c
|〈k̂ ·→r 〉|2 sin3(θ) cos2(ϕ)dθdϕ (A12)

Using
∫

sin3(θ) cos (ϕ)2dθdϕ = 4π
3 , we get the total cross section

σ =
2mk
}2

e2

}c
}ω
|〈k̂ ·→r 〉|2

3
(A13)

where, 2m
}2 = 1

1Ry·a2
0

and e2

}c = α, the fine-structure constant, we get, using }ω = I + k2

σ = kα(I + k2)|〈k̂ ·→r 〉|2/3 (A14)

The cross section given above is in the units of a2
0, I and k2 are in Ry units.

Since the normalization is a plane-wave normalization, the scattering function has
a normalization

(4π(2l f + 1))0.5 (A15)

Here l f = 1 and

k̂ ·→r = r cos(θ1) = z (A16)
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We get
σ(a2

0) = 4παk(I + k2)〈z〉2 (A17)

Since there is no ϕ dependence because the scattering functions and bound state
functions are functions of angle θ1, x and y components do not contribute because, in
Equation (4), only the magnetic quantum m = 0 is being considered, x corresponds to m = 1
and y corresponds to m = −1. We get

σ(a2
0) = 4παk(I + k2)〈z〉2 (A18)

This formula can be generalized to more than one electron, as indicated in Equation (2).
We have considered polarization direction in x-axis only. We could also add to (A11) the
polarization in the y-direction but then we would have to average the result.
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Abstract: The broad emission bump in the electromagnetic spectra observed following the detection
of gravitational waves created during the kilonova event of the merging of two neutron stars in
August 2017, named GW170817, has been linked to the heavy elements of lanthanides (Z = 57–71)
and a new understanding of the creation of heavy elements in the r-process. The initial spectral
emission bump has a wavelength range of 3000–7000 Å, thus covering the region of ultraviolet (UV)
to optical (O) wavelengths, and is similar to those seen for lanthanides. Most lanthanides have a
large number of closely lying energy levels, which introduce extensive sets of radiative transitions
that often form broad regions of lines of significant strength. The current study explores these
broad features through the photoabsorption spectroscopy of 25 lanthanide ions, Ho I-III, Er I-IV, Tm
I-V, Yb I-VI, and Lu I-VII. With excitation only to a few orbitals beyond the ground configurations,
we find that most of these ions cover a large number of bound levels with open 4 f orbitals and
produce tens to hundreds of thousands of lines that may form one or multiple broad features in
the X-ray to UV, O, and infrared (IR) regions. The spectra of 25 ions are presented, indicating
the presence, shapes, and wavelength regions of these features. The accuracy of the atomic data
used to interpret the merger spectra is an ongoing problem. The present study aims at providing
improved atomic data for the energies and transition parameters obtained using relativistic Breit–
Pauli approximation implemented in the atomic structure code SUPERSTRUCTURE and predicting
possible features. The present data have been benchmarked with available experimental data for
the energies, transition parameters, and Ho II spectrum. The study finds that a number of ions
under the present study are possible contributors to the emission bump of GW170817. All atomic
data will be made available online in the NORAD-Atomic-Data database.

Keywords: atomic data; energies; transition parameters; photo-excitation cross-sections; photoab-
sorption spectra; lanthanide ions - Ho I-III; Er I-IV; Tm I-V; Yb I-VI; Lu I-VII; broad emission bumps

1. Introduction

In 2017, the LIGO and VIRGO collaborations detected the first gravitational waves
generated by the merging of two neutron stars, GW170817. This was followed by the
detection of electromagnetic waves, the spectrum of which showed similarity to those of
the heavy elements of lanthanides (Z = 57–71) [1,2]. The observed spectrum exhibited a
broad feature or an emission bump at a wavelength range of 3000–7000 Å, covering the
ultraviolet (UV) to optical (O) wavelength region. The feature moved towards the infrared
(IR) region during the 10 days of observation, 18–27 August 2017, indicating the effect
of opacity, i.e., the absorption of the traveling radiation by the plasma medium and re-
emission with some loss of energy. The detection of the electromagnetic waves has provided
new scope for an understanding of how heavy elements are formed through the r-process.
Heavy elements are known to be formed by neutron capture in the s(slow)-process inside a
star or by a r-(rapid)-process during a supernova explosion. The spectrum gives evidence
of a new means of the creation of heavy elements during the merging of two neutron stars
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or two black holes, or a combination of the two. The interpretation of the emission bump
of GW170817 will have a considerable impact in broadening our knowledge for a more
complete picture of the characteristic atomic features and of the creation of elements. Since
this finding, the need for atomic data for lanthanides and other heavy elements that can
be used to interpret and provide information has increased. Over the next decade, it is
expected that hundreds of mergers will be detected with the full network of current and
upcoming gravitational wave detectors and electromagnetic telescopes.

Lanthanides are heavy elements with a large number of electrons (Z = 57–71). They
have the core ion configuration of Xe, [1s22s22p63s23p64s23d104p25s25p64d10]. In the ground
state, the outer electron of a lanthanide can be in 4f, 6s, or 5d orbitals. The configurations
of lanthanides can be described as [Xe]4 f i6sj6pk5dl , where i, j, k, l are various occupancy
numbers. These configurations introduce extensive numbers of radiative transitions that
can form broad absorption features. Although lanthanides have been under study for a long
time, the focus has been both academic and industrial, largely because of the luminescence
properties and intense narrow-band emission, which have a large range of applications,
such as in optical amplifiers, active waveguides, and fluorescent tubes.

Since the detection of the electromagnetic spectra, studies have been carried out to
interpret the broad feature and identify the heavy elements that created it. Such study
includes other elements, in addition to lanthanides, that may fall within the wavelengths
of the bump. However, the accuracy in the large sets of atomic data for these elements
has been a longstanding problem. Theoretically, the computation of lanthanide opacities
is a formidable atomic physics problem, since these atoms and ions have a large number
of electrons, causing complex electron–electron correlations and relativistic effects, and
open 4d- and 4f-orbitals introduce large numbers of fine structure energy levels resulting
from a large Hamiltonian matrix. Among the existing past and recent calculations carried
out for the atomic data, we can note the work of Kasen et al. [3], who used the Breit–
Pauli intermediate coupling code AUTOSTRUCTURE, which was created from and
hence has the same atomic structure methodology as SUPERSTRUCTURE. Tanaka and
Hotokezaka [4] and Tanaka et al. [5] used the relativistic HULLAC code with parametric
potential, and Tanaka et al. [6] and Radžiūtė et al. [7] used the Dirac–Fock code GRASP2.
Fontes et al. [8] used the semi-empirical Dirac–Fock–Slater code of Cowan [9]. Using the
atomic data as well as the observed spectrum, a new periodic table with the origin of
the creation of elements was produced by Johnson [10]. Kobayashi et al. [11] produced
another table using theoretical and observational models, which differed somewhat from
that of Johnson [10]. Kobayashi et al. also stated, “Although our calculations provide
opacities of a wide range of r-process elements, the detailed spectral features in the model
cannot be compared with the observed spectra because our atomic data . . . do not have
enough accuracy in the transition wavelengths”.

Among the experimental work, the energy levels of lanthanides were measured
by Martin et al. [12]. These values are listed in the NIST [13] compilation table.
Carlson et al. [14] computed ionization threshold energies for the ground configura-
tion of lanthanides, which are quoted in the NIST [13] table and are particularly useful
when measured data are not available.

Individual transition probabilities, theoretical and experimental, are available for a
limited number of transitions. They have been evaluated and compiled by NIST [13]. For
the five lanthanides studied here, these values were obtained mainly by Meggers et al. [15],
Morton [16], Komarovski [17], Wickliffe and Lawler [18], Sugar et al. [19], Penkin and
Komarovski [20], and Fedchak et al. [21]. Recently, Irvine et al. [22] used calibration-free
laser-induced breakdown spectroscopy (CF-LIBS) to calculate 967 transition probabilities
of 13 earth elements in a plasma environment. Obaid et al. [23] measured the spectrum of
photo-fragmented Ho and found a broad feature.

We present very large sets of atomic data for the 25 ions of five lanthanides, Ho, Er,
Tm, Yb, and Lu, and compare them with the measured energies, transition probabilities,
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and Ho spectra. We present the spectral features of all 25 lanthanide ions plotted over a
wide range of wavelengths.

2. Theory

Distinct lines in a spectrum are generated mainly by radiative transitions for photo-
excitation by absorption or de-excitation by the emission of photons. The present study
is carried out for these transitions in lanthanides. For an element X with charge Z, the
process is expressed as

X+z + hν 
 X+z∗ (1)

The transitions can be of several types depending on the selection rules, such as dipole
allowed (E1), with the same and different spins of the initial and final states, or forbidden
for lower magnitudes than those of E1; these follow different selection rules. The selection
rules are determined by the angular part of the probability integral of the transition per
unit time, Pij, between two levels, i and j (e.g., [24]).

Pij = 2π
c2

h2ν2
ji
| < j| e

mc
ê.peik.r|i > |2ρ(νji). (2)

where p and k are the momenta of the electron and the photon, respectively; νij is the
frequency of the photon; and ρ is the density of the radiation field. Various terms in eik.r

yield various multipole transitions. The first term gives the electric dipole transitions
E1, the second term the electric quadrupole E2 and magnetic dipole M1, the third term
the electric octupole E3 and magnetic quadrupole M2 transition, etc. Various transition
parameters, such as the line strength (S), oscillator strength ( f ), and radiative decay rate
(A), can be derived from the probability Pij.

The transition matrix element with the first term of the expansion of Equation (2),
for the E1 transition, can be written as < ΨBj ||D||ΨBi >, where D = ∑i ri is the dipole
operator and i indicates the number of electrons in the ion; ΨBi and ΨBj are the initial and
final bound levels. The generalized line strength can be reduced as

S =

∣∣∣∣∣

〈
Ψf |

N+1

∑
j=1

rj|Ψi

〉∣∣∣∣∣

2

(3)

The oscillator strength ( fij) and radiative decay rate (Aji) for the bound-bound transition
are obtained from S as

fij =

[ Eji

3gi

]
S, Aji(sec−1) =

[
0.8032× 1010

E3
ji

3gj

]
S (4)

where gi and gj are the statistical weight factors; Eij is the transition energy in Ry. The
photoabsorption cross-section can be obtained as

σ(ν) = 8.064
Eij

3gi
S [Mb] (5)

Equation (5) is similar to that of the photoionization cross-section. While the photoioniza-
tion and photoabsorption cross-sections are basically the same as both correspond to the
absorption of a photon and can be seen in photoabsorption spectra, the photoionization
cross-section is continuous as it depends on any photon energy beyond the ionization
threshold, and the photoabsorption cross-section depends on the excitation energies of the
bound and autoionizing states. Both can be plotted for spectral features. Researchers who
do not use close-coupling approximation for the automatic generation of resonances in pho-
toionization typically use distorted wave approximation for the background cross-section
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of photoionization and use the photoabsorption cross-sections as resonance lines over a
smooth background.

A Lorentzian or Gaussian function is often multiplied with a photoabsorption line
to broaden it in to order to simulate the width of a resonance in photoionization cross-
sections. When an experiment is carried out, the lines are broadened by the bandwidth
of the experimental beam and the detector. In such cases, the calculated lines can be
convoluted with the bandwidth of the beam to simulate the observed spectrum. We present
photoabsorption spectra without the broadening of lines. Ions, such as lanthanide ions,
with a large number of quantum states generate many lines due to transitions among these
states. They form almost a continuous curve in the cross-sections, as will be seen for most
of the lanthanide ions studied here.

The present work includes E1 transitions to produce the synthetic spectrum of the
ion and illustrate the spectral features. The magnitudes of the decay rates for forbidden
transitions are typically several orders of magnitude lower than those of E1. However,
E2, E3, M1, and M2 results are available for distribution in the NORAD-Atomic-Data
database [25]. The present study considers both the bound-bound and bound-free (contin-
uum) excitation as computed by the program SUPERSTRUCTURE (SS) [26].

Computations of the energies and transition parameters have been carried out in the
relativistic Breit–Pauli approximation, where the Hamiltonian is given by (e.g., [24,26])

HBP = HNR + Hmass + HDar + Hso+

1
2

N

∑
i 6=j

[gij(so + so′) + gij(ss′) + gij(css′) + gij(d) + gij(oo′)] (6)

where the non-relativistic Hamiltonian is given by

HNR =

[
N

∑
i=1

{
−∇2

i −
2Z
ri

+
N

∑
j>i

2
rij

}]
(7)

and the one-body mass correction, Darwin, and spin-orbit interaction terms are, respectively,

Hmass = −
α2

4 ∑
i

p4
i , HDar =

α2

4 ∑
i
∇2
(

Z
ri

)
, Hso =

Ze2h̄2

2m2c2r3 L.S (8)

while the two-body Breit interaction term is

HB = ∑
i>j

[gij(so + so′) + gij(ss′)] (9)

The present approximation includes the contributions of all these terms and part of the
last three terms of HBP incorporated in the atomic structure code SS [26,27]. The prime
notation for spin and orbital angular momenta in the two-body interaction terms indicates
the quantity belonging to the other electron.

The electron–electron interaction, as implemented in the atomic structure program
SUPERSTRUCTURE [24,26,27], is represented by the Thomas–Fermi–Dirac–Amaldi (TFDA)
potential, which includes the electron exchange effect and configuration interactions. Elec-
trons are treated as a Fermi sea of electrons, constrained by the Pauli exclusion principle,
filling in cells up to the highest Fermi level of momentum p = pF at temperature T = 0. As
T rises, electrons are excited out of the Fermi sea close to the ‘surface’ level and approach a
Maxwellian distribution. Solutions of the Schrodinger equation provide the wavefunctions
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and energies of the fine structure levels. Based on quantum statistics, the TFDA model
gives a continuous function φ(x) such that the potential is represented by [27,28]

V(r) =
Zeff(λnl , r)

r
= −Z

r
φ(x), (10)

where

φ(x) = e−Zr/2 + λnl(1− e−Zr/2), x =
r
µ

, µ = 0.8853
(

N
N − 1

)2/3
Z−1/3 = constant. (11)

λnl is the Thomas–Fermi scaling parameter of the nl orbital wavefunction. Depending on its
value, typically around 1 and less than 2, the orbital wavefunction can be compressed towards
the nucleus or extended outwards. The function φ(x) is a solution of the potential equation

d2φ(x)
dx2 =

1√
x

φ(x)
3
2 (12)

The boundary conditions on φ(x) are such that

φ(0) = 1, φ(∞) = −Z− N + 1
Z

. (13)

The atomic wavefunction may be obtained by using an exponentially decaying function
appropriate for a bound state, e.g., the Whittaker function.

3. Computation

As mentioned above in the Theory section, the transition parameters f , A, and pho-
toabsorption cross-sections σ were obtained using the atomic structure program SUPER-
STRUCTURE (SS [26,27]). The wavefunction of each atomic species of the 25 lanthanide ions
was optimized with a set of configurations and a set of Thomas–Fermi scaling parameters
λnl for the orbitals. Both sets for each ion are presented in Table 1.

Table 1. Sets of optimized configurations with identifying number within parentheses and
Thomas–Fermi orbital scaling parameters (λnl) used in SS to compute the energies and tran-
sition parameters. All listed configurations correspond to nine inner closed or filled orbitals,
[1s22s22p63s23p64s23d104p25s2], plus additional ones depending on the ion being studied. NT is the
total number of transitions, allowed and forbidden, computed for each ion.

Ho I (11 orbitals filled), NT = 1,019,566

Configurations: 4 f 116s2(1), 4 f 106s25d(2), 4 f 106s26p(3)
λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.0 (3d), 1.0 (4s), 1.0 (4p),

1.0 (5s), 1.60 (5p), 0.90 (4d), 0.99 (4f), 1.1 (6s), 1.1 (6p), 1.2 (5d)

Ho II (10 orbitals filled), NT = 408,070

Configurations: 4d104 f 116s(1), 4d94 f 126s(2), 4d104 f 116p(3), 4d104 f 115d(4)
λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.00 (3d), 1.0 (4s), 1.0 (4p),

1.0 (5s), 1.00 (5p), 1.0 (4d), 1.0 (4f), 1.0 (6s), 1.0 (6p), 1.0 (5d)

Ho III (11 orbitals filled), NT = 1,309,895

Configurations: 4 f 11(1), 4 f 105d(2), 4 f 106s(3), 4 f 106p(4)
λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.00 (3d), 1.0 (4s), 1.0 (4p),

1.2 (5s), 0.925 (4d), 1.50 (5p), 1.00 (4f), 0.95 (6s), 1.20 (6p), 1.25 (5d)

Er I (11 orbitals filled), NT = 206,202

Configurations: 4 f 126s2(1), 4 f 116s25d(2), 4 f 116s26p(3), 4 f 126s6p(4), 4 f 126s5d(5)
λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.00 (3d), 1.0 (4s), 1.05 (4p),

1.0 (5s), 1.0 (5p), 1.0 (4d), 1.0 (4f), 1.05 (6s), 1.09 (6p), 1.0 (5d)
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Table 1. Cont.

Er II (11 orbitals filled), NT = 897,374

Configurations: 4 f 126s(1), 4 f 116s2(2), 4 f 116s5d(3), 4 f 126p(4), 4 f 125d(5), 4 f 116s6p(6)
λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.00 (3d), 1.0 (4s), 1.0 (4p),

1.2 (5s), 0.955 (5p), 1.02 (4d), 1.0 (4f), 1.0 (6s), 1.0 (6p), 1.0 (5d)

Er III (9 orbitals filled), NT = 409,161

Configurations: 4d105p64 f 12(1), 4d105p64 f 115d(2), 4d105p64 f 116s(3), 4d105p64 f 116p(4),
4d105p54 f 126s(5), 4d105p54 f 13(6), 4d105p64 f 106s2(7), 4d95p64 f 13(8)

λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.00 (3d), 1.0 (4s), 1.0 (4p),
1.8 (5s), 1.17 (4d), 1.01 (5p), 1.0 (4f), 1.2 (6s), 1.0 (6p), 1.0 (5d)

Er IV (11 orbitals filled), NT = 1,309,955

Configurations: 4 f 11(1), 4 f 105d(2), 4 f 106s(3), 4 f 106p(4)
λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.0 (3d), 1.0 (4s), 1.0 (4p), 1.0 (5s),

1.07 (4d), 1.0 (5p), 1.0 (4f), 1.0 (5d), 1.0 (6s), 1.0 (6p)

Tm I (11 orbitals filled), NT = 118,759

Configurations: 4 f 136s2(1), 4 f 126s25d(2), 4 f 136s5d(3), 4 f 136s6p(4), 4 f 126s26p(5), 4 f 136p5d(6),
4 f 136p2(7), 4 f 135d2(8), 4 f 146s(9), 4 f 146p(10), 4 f 145d(11)

λnl 1.30 (1s), 1.25 (2s), 1.22 (2p), 1.1 (3s), 1.12 (3p), 1.1262 (3d), 1.002 (4s), 1.0606 (4p),
0.9 (5s), 1.05436 (5p), 0.97512 (4d), 1.0 (4f), 0.712 (6s), 1.16173 (6p), 1.096 (5d)

Tm II (11 orbitals filled), NT = 34,184

Configurations: 4 f 136s(1), 4 f 126s2(2), 4 f 126s5d(3), 4 f 135d(4), 4 f 136p(5), 4 f 125d2(6),
4 f 126s6p(7), 4 f 126s5d(8), 4 f 14(9)

λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.01 (3d), 0.92 (4s), 0.80 (4p),
1.53 (5s), 0.9 (5p), 1.004 (4d), 1.02 (4f), 1.014 (6s), 0.9 (6p), 0.95 (5d)

Tm III (11 orbitals filled), NT = 849,878

Configurations: 4 f 13(1), 4 f 125d(2), 4 f 126s(3), 4 f 126p(4), 4 f 116s5d(5), 4 f 116s6p(6)
λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.0 (3d), 1.0 (4s), 1.0 (4p), 1.0 (5s),

1.12 (5p), 1.0 (4d), 0.97 (4f), 0.98 (6s),1.0 (6p), 0.98 (5d)

Tm IV (10 orbitals filled), NT = 1,096,164

Configurations: 5p64 f 12(1), 5p64 f 115d(2), 5p64 f 116s(3), 5p64 f 116p(4), 5p54 f 13(5), 5p54 f 125d(6),
5p54 f 126s(7), 5p64 f 106s2(8)

λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.0 (3d), 1.0 (4s), 1.0 (4p), 1.0 (5s),
1.0 (4d), 1.03 (5p), 1.0 (4f), 1.0 (6s), 1.0 (6p), 1.0 (5d)

Tm V (11 orbitals filled), NT = 801,717

Configurations: 4 f 11(1), 4 f 105d(2), 4 f 106s(3), 4 f 106p(4)
λnl 1.3 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.0 (3d), 1.0 (4s), 1.0 (4p), 1.0 (5s),

1.0 (4d), 1.0 (5p), 1.0 (4f),1.0 (6s), 1.0 (6p), 1.0 (5d)

Yb I (11 orbitals filled), NT = 109,127

Configurations: 4 f 146s2(1), 4 f 146s6p(2), 4 f 136s25d(3), 4 f 146s5d(4), 4 f 136s26p(5), 4 f 136s5d2(6),
4 f 136s6p5d(7), 4 f 146p2(8), 4 f 146p5d(9), 4 f 145d2(10)

λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.03 (3d), 1.05 (4s), 1.02 (4p),
0.935 (5s), 0.937 (5p), 1.0 (4d), 1.0 (4f), 1.0 (6s), 1.0 (6p), 1.0 (5d)

Yb II (11 orbitals filled), NT =39,009

Configurations: 4 f 146s(1), 4 f 136s2(2), 4 f 145d(3), 4 f 136s5d(4), 4 f 146p(5), 4 f 135d2(6), 4 f 136s6p(7),
4 f 136p5d(8)

λnl 1.30 (1s), 1.45 (2s), 1.20 (2p), 1.10 (3s), 1.07 (3p), 1.0 (3d), 1.0 (4s), 1.05 (4p),
0.918 (5s), 0.90 (5p), 1.025 (4d), 1.0 (4f), 1.1007 (6s), 0.97 (6p), 0.97 (5d)

Yb III (11 orbitals filled), NT = 925,575

Configurations: 4 f 14(1), 4 f 135d(2), 4 f 136s(3), 4 f 136p(4), 4 f 125d2(5), 4 f 126s5d(6), 4 f 126p5d(7),
4 f 126s6p(8), 4 f 126s2(9)

λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.15 (3d), 1.05 (4s), 0.819 (4p),
1.24 (5s), 0.887 (5p), 0.98 (4d), 1.02 (4f), 1.05 (6s), 0.95 (6p), 1.0 (5d)

Yb IV (10 orbitals filled), NT = 400,325

Configurations: 4d104 f 13(1), 4d104 f 125d(2), 4d104 f 126s(3), 4d104 f 126p(4), 4d94 f 14(5), 4d104 f 116s5d(6)
λnl 1.3 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.0 (3d), 1.0 (4s), 1.0 (4p),

1.0 (5s), 0.995 (5p), 1.0 (4d), 1.0 (4f), 1.0 (6s), 1.0 (6p), 1.0 (5d)
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Table 1. Cont.

Yb V (10 orbitals filled), NT = 208,128

Configurations: 4 f 125p6(1), 4 f 135p5(2), 4 f 115p65d(3), 4 f 125p56s(4), 4 f 115p66s(5), 4 f 115p66p(6)
λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.0 (3d), 1.0 (4s), 1.0 (4p), 1.0 (5s),

1.0 (4d), 1.03 (5p), 1.0 (4f), 1.0 (6s), 1.15 (6p), 1.2 (5d)

Yb VI (10 orbitals filled), NT = 486,262

Configurations: 45p54 f 12(1), 5p64 f 105d(2), 5p44 f 126s(3), 5p44 f 13(4)
λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.0 (3d), 1.0 (4s), 1.0 (4p), 1.1 (5s),

1.0 (4d), 1.0 (5p), 1.0 (4f), 1.0 (6s), 1.0 (6p), 1.0 5d

Lu-I (12 orbitals filled), NT = 13,936

Configurations: 5d6s2(1), 6s26p(2), 5d6s6p(3), 6s5d2(4), 6s6p2(5), 6p5d2(6), 5d6p2(7), 5p3(8), 5d3(9)
λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.0 (3d), 1.0 (4s), 1.0 (4p),

0.95 (5s), 1.135 (4d), 0.94 (5p), 1.0 (4f), 1.0 (6s), 0.98 (6p), 1.0 5d

Lu-II (11 orbitals filled), NT = 109,566

Configurations: 4 f 146s2(1), 4 f 146s5d(2), 4 f 146s6p(3), 4 f 145d2(4), 4 f 145d6p(5), 4 f 146p2(6), 4 f 136s5d2(7),
4 f 136s25d(8), 4 f 136s5d6p(9), 4 f 136s26p(10)

λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.0 (3d), 1.0 (4s), 1.0 (4p), 0.95 (5s),
0.937 (5p), 1.0 (4d), 1.0 (4f), 1.0 (6s), 1.0 (6p), 0.99 5d

Lu-III (11 orbitals filled), NT = 8564

Configurations: 4 f 146s(1), 4 f 145d(2), 4 f 146p(3), 4 f 135d2(4), 4 f 135d6s(5), 4 f 136s2(6), 4 f 136p5d(7),
4 f 136s6p(8)

λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.00 (3d), 1.0 (4s), 1.05 (4p),
1.0 (5s), 0.95 (5p), 0.98 (4d), 1.0 (4f), 1.03 (6s), 0.97 (6p), 0.98 5d

Lu-IV (11 orbitals filled), NT = 926,436

Configurations: 4 f 14(1), 4 f 135d(2), 4 f 136s(3), 4 f 136p(4), 4 f 125d2(5), 4 f 125d6s(6), 4 f 126s2(7),
4 f 126s6p(8), 4 f 126p5d(9)

λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.00 (3d), 1.0 (4s), 0.80 (4p),
1.40 (5s), 0.90 (5p), 0.98 (4d), 1.02 (4f), 1.05 (6s), 0.92 (6p), 0.97 5d

Lu-V (11 orbitals filled), NT = 850,668

Configurations: 4 f 13(1), 4 f 125d(2), 4 f 126s(3), 4 f 126p(4), 4 f 115d6s(5), 4 f 116s6p(6)
λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.0 (3d), 1.0 (4s), 1.0 (4p),

1.0 (5s), 0.999 (5p), 0.993 (4d), 1.01 (4f), 0.98 (6s), 1.02 (6p), 1.0 5d

Lu-VI (10 orbitals filled), NT = 317,817

Configurations: 4 f 125p6(1), 4 f 135p5(2), 4 f 115p65d(3), 4 f 125p56s(4), 4 f 115p66s(5), 4 f 115p66p(6)
λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 0.80 (3d), 1.0 (4s), 1.0 (4p),

1.4 (5s), 0.98 (4d), 1.0 (5p), 1.0 (4f), 0.95 (6s), 1.3 (6p), 1.3 5d

Lu-VII (10 orbitals filled), NT = 304,178

Configurations: 4 f 135p4(1), 4 f 125p5(2), 4 f 145p3(3), 4 f 135p35d(4), 4 f 135p36s(5), 4 f 135p36p(6)
λnl 1.30 (1s), 1.25 (2s), 1.12 (2p), 1.07 (3s), 1.05 (3p), 1.0 (3d), 1.0 (4s), 1.0 (4p),

1.0 (5s), 0.98 (4d), 0.97 (5p), 1.0 (4f), 1.0 (6s), 1.0 (6p), 1.12 5d

The optimization process for the energies was considerably complex due to the sensi-
tivity of the potential with a large number of electrons. A large number of angular quantum
numbers due to a large number of electrons with open orbitals 4f, 5p, 5d, 6s, 6p, partic-
ularly 4f, introduces a very large number of energy levels. Hence, a slight variation in
the Thomas–Fermi scaling parameters λnl for the orbital wavefunctions would perturb
the electron–electron interaction and change the energy values and the order in the fine
structure levels. A numerical challenge arose when exceeding the dimension of the Hamil-
tonian matrix that SS can accommodate. The number of digital spaces for the dimension
surpassed those allotted to SS. Hence, the optimization of the set of configurations was
carried out carefully such that the order of the calculated energy levels, particularly the
ground and low-lying energies, could match to those of the measured energies available in
the NIST [13] table.

Table 1 presents the optimized set of configurations, specifying the occupancy of the
outer orbitals that can vary while specifying the number of inner orbitals that remain closed,
as well as the Thomas–Fermi scaling parameters of the orbitals for each ion. The top line
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of each set gives the total number of radiative transitions (NT), which includes both the
allowed E1 and forbidden E2, E3, M1, M2 transitions, produced by a set of configurations.

All atomic data from SS were processed using the program PRCSS [29] to obtain clean
tables and easy applications of them. They were further processed to compute absorption
cross-sections, sum them if the transition energies were the same, and display the spectral
features using the program SPECTRUM [30].

4. Results and Discussion

The present study reports results on the energies and transitions and corresponding
photoabsorption spectra of 25 ions of lanthanides, Ho I-III, Er I-IV, Tm I-V, Yb I-VI, and Lu
I-VII. We investigate the spectral features of these ions. Most of the ions have produced
close to hundreds of thousands lines, with excitation to a few orbitals upwards. All
atomic data for all 25 lanthanides ions considered in the present study are available in the
NORAD-Atomic-Data database [25].

The present results correspond to a limited number of configurations for each ion.
For most ions, configurations with orbitals up to 6p, 5d are only considered; for some
ions, such as Ho I, no additional configurations beyond those already included could be
considered due to exceeding the limit on the dimensions of various arrays, such as that of
the Hamiltonian matrix, in the program. These issues are mentioned in the Computation
section. For some other ions, it was possible to add more configurations, but they were
omitted at the end, as they produced energies that were much higher than and had an
energy gap with the lower levels. It was not possible to verify the accuracy of these high-
lying energies due to the lack of availability of observed energies. These configurations
also introduced additional electron–electron correlation interactions, which impacted the
order and numerical values of the lower energies. This implies that significantly more
configurations would be needed for a converged and larger set of accurate energies. Thus,
we selected the set of configurations that provided the overall best set of energies when
compared to those available at NIST for each ion.

It was observed that these large ions do not show the isoelectronic behavior that is often
seen with lower Z elements. Hence, the isoelectronic set of large ions does not necessarily
have the same set of optimized configurations. The energy tables of the present lanthanide
ions available in the NIST table confirm this behavior, namely that these ions may not have
the same symmetries for the ground and low-lying levels. The photoabsorption features of
the isoelectronic series, such as Ho I, Er II, Tm III, Yb IV, and Lu V, as will be seen later, do
not have similar features.

We discuss some general information and data files for the 25 ions, before giving
examples of the characteristics of individual ions.

4.1. General Information on the Atomic Data

Each lanthanide ion produced a significantly large number of energy levels. A file
containing all energies for each ion, as mentioned above, is available electronically in the
NORAD-Atomic-Data database [25]. A sample set of energies for Ho I is presented in
Table 2 to demonstrate the format of the complete energy table of the ions. In Table 2, the
number of energy levels obtained from the set of configurations (Table 1) is quoted at the
top of Table 2. The total number may include both the bound levels below the ionization
threshold and the Rydberg levels in continuum above it.

Table 2 contains, for each energy level, the running index (ie), the symmetry of the
level SLπ(C#) with the configuration number (C#) from Table 1 within parentheses next
to it, the total angular momenta J, and the energy in Ry relative to the ground level. In an
atomic structure calculation, such as the present case with SS, all energies are computed
relative to the ground level, which is set to zero. Hence, all energies presented are positive.
The program SS does not distinguish between the bound and continuum levels. This is
the same format that is followed by NIST [13], which also presents relative energies to the
ground level. However, NIST provides the ionization threshold energy, which is obtained
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separately. The present energies are compared in Table 3 with the measured values that are
available on the NIST website.

Table 2. Sample table of energies for Ho I demonstrating the format of the complete energy table for
each lanthanide ion. The total number of levels obtained is given at the top. The column headings
are as follows: ie is the running index, SLπ(C#) is the symmetry (total spin S, total orbital angular
momentum L, and parity π), c f # is the configuration number as given in Table 1, J is the total angular
momentum, and E is the relative energy in Ry.

Number of Fine
Structure Levels = 1629ie SLπ(cf#) J E(Ry)

1 4Io(1) 15/2 0.00000E+00
2 4Io(1) 13/2 3.60033E-02
3 4Io(1) 11/2 5.85101E-02
4 4Io(1) 9/2 7.43454E-02
5 4Me(2) 15/2 9.79376E-02
6 6Le(2) 13/2 1.01223E-01
7 4Fo(1) 9/2 1.09269E-01
8 6Le(2) 11/2 1.22576E-01
9 2Ho(1) 11/2 1.28064E-01

10 4So(1) 3/2 1.35965E-01

Table 3. Ground and low-lying excited energy levels of Ho, Er, Tm, Yb, Lu ions obtained from SUPER-
STRUCTURE (SS) are presented and compared with measured values, largely obtained by Martin et al. [12],
available in the compiled table of NIST [13]. Each configuration below corresponds to electrons outside the
core ion configuration of Xe and filled 4d orbitals unless 4d has vacancies. NE is the number of energy levels
and NE1 is the number of corresponding E1 transitions obtained from the configuration set of each ion.

Config SLπ J E(SS, Ry) E(NIST [12], Ry)

Ho I, NE = 1629, NE1 = 210,522

1 4 f 116s2 4 Io 15/2 0.0 0.0
2 4 f 116s2 4 Io 13/2 0.03603 0.0493879
3 4 f 116s2 4 Io 11/2 0.05851 0.0784160
4 4 f 116s2 4 Io 9/2 0.07434 0.0974668
5 4 f 116s2 4 M 17/2 0.13881 0.0763542
6 4 f 105d6s2 4 M 15/2 0.09794 0.0767935
7 4 f 105d6s2 6L 13/2 0.10122 0.0833543
8 4 f 105d6s2 6L 19/2 0.19610 0.0887711
9 4 f 116s2 4Fo 9/2 0.10927 0.1193261

10 4 f 105d6s2 6L 11/2 0.12257 0.1543452

Ho II, NE = 924, NE1 = 81,623

1 4 f 116s 5 Io 8 0.0 0.0
2 4 f 116s 5 Io 7 0.00724 0.005808
3 4 f 116s 3 Io 7 0.05528 0.051186
4 4 f 116s 5 Io 6 0.05793 0.053306
5 4 f 116s 5 Io 5 0.08928 0.080652
6 4 f 116s 3 Io 6 0.09113 0.082029
7 4 f 115d 5Go 6 0.11003 0.098771
8 4 f 116s 5 Io 4 0.11108 0.102111
9 4 f 116s 3 Io 9 0.11702 0.148388

10 4 f 115d 5 Ho 7 0.11832 0.152628

Ho III, NE = 1837, NE1 = 258,124

1 4 f 11 4 Io 15/2 0.0 0.0
2 4 f 11 4 Io 13/2 0.03114 0.04956
3 4 f 11 4 Io 11/2 0.04969 0.07877
4 4 f 11 4 Io 9/2 0.06203 0.09815
6 4 f 11 4Fo 9/2 0.08576 0.12147
7 4 f 11 4Fo 7/2 0.1149 0.16282
8 4 f 11 4Fo 5/2 0.1245 0.17656
9 4 f 11 4Fo 3/2 0.1261

10 4 f 11 2 Ho 11/2 0.10275 0.15392
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Config SLπ J E(SS, Ry) E(NIST [12], Ry)

Er I. NE = 993, NE1 = 88,827

1 4 f 126s2 3 H 6 0.0 0.0
2 4 f 126s2 3 H 5 0.06787 0.063408
3 4 f 126s2 3 H 4 0.06158 0.097970
4 4 f 126s2 3F 4 0.11386 0.045884
5 4 f 126s2 3F 3 0.13971 0.112792
6 4 f 126s2 3F 2 0.15311 0.119357
7 4 f 115d6s2 5Go 6 0.089544 0.065397
8 4 f 115d6s2 5 Io 7 0.097936 0.070140
9 4 f 115d6s2 5Ko 9 0.104784 0.078556

10 4 f 115d6s2 5 Io 8 0.114163 0.085204

Er II, NE = 1476, NE1 = 189,738

1 4 f 126s 4 H 13/2 0.0 0.0
2 4 f 126s 4 H 11/2 0.06837 0.0661522
3 4 f 126s 2 H 9/2 0.06211 0.046772
4 4 f 126s 4 H 7/2 0.06260 0.049242
5 4 f 116s2 4 Io 15/2 0.18768 0.062192
6 4 f 116s2 4 Io 13/2 0.24412 0.121552
7 4 f 116s2 4 Io 11/2 0.28125 0.154443
8 4 f 126s 2 I 11/2 0.36487 0.065153
9 4 f 126s 4F 9/2 0.11218 0.065567

10 4 f 115d6s 6Lo 13/2 0.09742 0.097206

Er III, NE = 1000, NE1 = 82,286

1 4 f 12 3 H 6 0.0 0.0
2 4 f 12 3 H 5 0.045163 0.063513
3 4 f 12 3 H 4 0.035074 0.098284
4 4 f 12 3F 2 0.09552
5 4 f 12 3F 3 0.08826
6 4 f 12 3F 4 0.07184 0.04631
7 4 f 115d 5Go 6 0.10297 0.15469
8 4 f 115d 5 Ho 7 0.10991 0.160818
9 4 f 115d 5Ko 9 0.14872 0.172929

10 4 f 115d 5Lo 8 0.13645 0.181508

Er IV, NE = 1837, NE1 = 257,713

1 4 f 11 4 Io 15/2 0.0 0.0
2 4 f 11 4 Io 13/2 0.0598 0.0591
3 4 f 11 4 Io 11/2 0.0970 0.0921
4 4 f 11 4 Io 9/2 0.1230 0.1125
5 4 f 11 4Fo 9/2 0.1770 0.1383
6 4 f 11 4Fo 7/2 0.2333 0.1863
7 4 f 11 4Fo 5/2 0.2525 0.2011
8 4 f 11 4Fo 3/2 0.2555 0.2042
9 4 f 11 2 Ho 11/2 0.2103

10 4 f 11 4So 3/2 0.2193 0.1667

Tm I, NE = 470, NE1 = 23,804

1 4 f 136s2 2Fo 7/2 0.0 0.0
2 4 f 116s2 2Fo 5/2 0.0891 0.0799
3 4 f 126s25d 4F 9/2 0.1343 0.11956
4 4 f 126s25d 2K 15/2 0.2030 0.1716
5 4 f 126s25d 4G 11/2 0.21430 0.14205
6 4 f 126s25d 4K 13/2 0.25119 0.15906
7 4 f 126s25d 4K 17/2 0.31023 0.14997
8 4 f 126s25d 4F 7/2 0.20683 0.15452
9 4 f 126s25d 4 I 15/2 0.38814 0.17034

10 4 f 126s25d 4G 9/2 0.28376 0.17165
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Config SLπ J E(SS, Ry) E(NIST [12], Ry)

Tm II, NE = 1129, NE1 = 2467

1 4 f 136s 3Fo 4 0.0 0.0
2 4 f 136s 1Fo 3 0.000309 0.00216
3 4 f 136s 3Fo 2 0.1050 0.0799
4 4 f 136s 3Fo 3 0.1053 0.0816
5 4 f 126s2 3 H 6 0.1449 0.1135
6 4 f 126s2 3 H 5 0.2272 0.1879
7 4 f 126s2 3 H 4 0.1812 0.2272
8 4 f 125d6s 5F 5 0.1362 0.1510
9 4 f 125d6s 3K 7 0.14733 0.17878

10 4 f 125d6s 5G 6 0.15250 0.2032

Tm III, NE = 1437, NE1 = 181,768

1 4 f 13 2Fo 7/2 0.0 0.0
2 4 f 13 2Fo 5/2 0.06669 0.07995
3 4 f 125d 4F 9/2 0.24034 0.20866
4 4 f 125d 4 H 15/2 0.27574 0.235825
5 4 f 125d 4 H 11/2 0.27975 0.239230
6 4 f 125d 4K 13/2 0.30738 0.261724
7 4 f 126s 2 H 13/2 0.21097 0.230575
8 4 f 126s 2 H 11/2 0.21716 0.236207
9 4 f 125d 4 H 7/2 0.27029 0.251029

10 4 f 125d 4 I 17/2 0.28719 0.251127

Tm IV, NE = 1606, NE1 = 160,013

1 4 f 12 3 H 6 0.0 0.0
2 4 f 12 3 H 5 0.08038 0.0737
3 4 f 12 3 H 4 0.06591 0.114
4 4 f 12 3F 4 0.12865 0.0514
5 4 f 12 3F 3 0.15760 0.1308
6 4 f 12 3F 2 0.17087 0.1353
7 4 f 12 1G 4 0.21265 0.1943
8 4 f 12 1D 2 0.33334
9 4 f 12 1 I 6 0.40132

10 4 f 12 3P 0 0.43598

Tm V, NE = 1837, NE1 = 259,539

1 4 f 11 4 Io 15/2 0.0 0.0
2 4 f 11 4 Io 13/2 0.04067
3 4 f 11 4 Io 11/2 0.06393
4 4 f 11 4 Io 9/2 0.07922
5 4 f 11 4Fo 9/2 0.10784
6 4 f 11 2 Ho 11/2 0.12898
7 4 f 11 4So 3/2 0.13396
8 4 f 11 4Fo 7/2 0.14556
9 4 f 11 4Fo 5/2 0.15756

10 4 f 11 4Fo 3/2 0.15875

Yb I, NE = 455, NE1 = 22,002

1 4 f 146s2 1S 0 0.0 0.0
2 4 f 146s6p 3Po 0 0.11722 0.157544
3 4 f 146s6p 3Po 1 0.12353 0.163955
4 4 f 146s6p 3Po 2 0.13864 0.179614
5 4 f 135d6s2 3 Ho 2 0.17604 0.211309
6 4 f 135d6s2 3 Ho 5 0.21229 0.235651
7 4 f 135d6s2 3Do 3 0.23746 0.250103
8 4 f 135d6s2 3 Ho 4 0.25282 0.256836
9 4 f 145d6s 3D 1 0.37221 0.223161

10 4 f 145d6s 3D 2 0.37380 0.225556
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Config SLπ J E(SS, Ry) E(NIST [12], Ry)

Yb II, NE = 264, NE1 = 8033

1 4 f 146s 2S 1/2 0.0 0.0
2 4 f 136s2 2Fo 7/2 0.12512 0.195182
3 4 f 136s2 2Fo 5/2 0.22718 0.287669
4 4 f 145d 2D 3/2 0.13701 0.209234
5 4 f 145d 2D 5/2 0.15567 0.221736
6 4 f 136s5d 4Po 5/2 0.20627 0.243846
7 4 f 136s5d 4Po 3/2 0.23529 0.262062
8 4 f 136s5d 4Po 1/2 0.28170 0.306676
9 4 f 146s6p 2Po 1/2 0.25680 0.246605

10 4 f 146s6p 2Po 3/2 0.27636 0.276954

Yb III, NE = 1485, NE1 = 203,904

1 4 f 14 1S 0 0.0 0.0
2 4 f 135d 3Po 2 0.31312 0.304234
3 4 f 135d 3 Ho 5 0.35368 0.337353
4 4 f 135d 3Do 3 0.381433 0.356681
5 4 f 135d 3 Ho 4 0.397868 0.365965
6 4 f 136s 3Fo 4 0.313955 0.315810
7 4 f 136s 1Fo 3 0.314706 0.318858
8 4 f 135d 3 Ho 6 0.387298 0.365965
9 4 f 135d 3Po 1 0.393126 0.361962

10 4 f 135d 3Do 2 0.406379 0.367132

Yb IV, NE = 963, NE1 = 40,767

1 4 f 13 2Fo 7/2 0.0 0.0
2 4 f 13 2Fo 5/2 0.10849 0.093077
3 4 f 125d 4F 9/2 0.68093 0.715611
4 4 f 125d 2K 15/2 0.71781 0.748930
5 4 f 125d 4G 11/2 0.72798 0.753373
6 4 f 125d 4K 13/2 0.75809 0.779549
7 4 f 125d 4F 7/2 0.74697 0.768627
8 4 f 125d 4K 17/2 0.75311 0.775715
9 4 f 125d 4G 9/2 0.78667 0.802991

10 4 f 125d 4 I 11/2 0.79105 0.803512

Yb V, NE = 873, NE1 = 59,027

1 4 f 125p6 3 H 6 0.0 0.0
2 4 f 125p6 3 H 4 0.031148
3 4 f 125p6 3 H 5 0.056967
4 4 f 125p6 3F 4 0.085510
5 4 f 125p6 3F 3 0.10029
6 4 f 125p6 3F 2 0.10611
7 4 f 125p6 1G 4 0.13819
8 4 f 125p6 1D 2 0.21423
9 4 f 125p6 1 I 6 0.26570

10 4 f 125p6 3P 0 0.28940

Yb VI, NE = 1407, NE1 = 13,807

1 4 f 125p5 4 Io 15/2 0.0 0.0
2 4 f 125p5 4 Ho 11/2 0.020645
3 4 f 125p5 4 Io 13/2 0.021470
4 4 f 125p5 2 Ho 9/2 0.024775
5 4 f 125p5 2Go 11/2 0.036494
6 4 f 125p5 2Go 5/2 0.072901
7 4 f 125p5 2 Ho 11/2 0.074037
8 4 f 125p5 4 Ho 11/2 0.082992
9 4 f 125p5 4Fo 7/2 0.093051

10 4 f 125p5 2Go 9/2 0.103729
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Config SLπ J E(SS, Ry) E(NIST [12], Ry)

Lu I, NE = 148, NE1 = 3220

1 5d6s2 2D 3/2 0.0 0.0
2 5d6s2 2D 5/2 0.020658 0.018170
3 6s26p 2Po 1/2 0.083090 0.037691
4 6s26p 2Po 3/2 0.097783 0.068130
5 5d6s6p 4Fo 3/2 0.116829 0.158809
6 5d6s6p 4Fo 5/2 0.123975 0.168626
7 5d6s6p 4Fo 7/2 0.137319 0.186195
8 5d6s6p 4Fo 9/2 0.152215 0.206033
9 5d26s 4F 3/2 0.251670 0.171785

10 5d26s 4F 5/2 0.258495 0.176816

Lu II, NE = 455, NE1 = 22,154

1 6s2 1S 0 0.0 0.0
2 5d6s 3D 1 0.088774 0.107495
3 5d6s 3D 2 0.098492 0.113319
4 5d6s 3D 3 0.132393 0.129392
5 5d6s 1D 2 0.162822 0.157946
6 6s6p 3Po 0 0.235055 0.248452
7 6s6p 3Po 1 0.248583 0.259740
8 6s6p 3Po 2 0.288652 0.295736
9 5d2 3F 2 0.286572 0.267974

10 5d2 3F 3 0.318543 0.281482

Lu III, NE = 145, NE1 = 159

1 4 f 146s 2S 1/2 0.0 0.0
2 4 f 145d 2D 3/2 0.0510604 0.052011
3 4 f 145d 2D 5/2 0.0956229 0.078805
4 4 f 146p 2Po 1/2 0.342017 0.349932
5 4 f 146p 2Po 3/2 0.379465 0.407384
6 4 f 135d2 4Go 5/2 0.741428
7 4 f 135d2 4Fo 7/2 0.743474
8 4 f 135d2 4Do 3/2 0.745181
9 4 f 135d2 4 Io 11/2 0.758697

10 4 f 135d2 4Fo 7/2 0.766942

Lu IV, NE = 1485, NE1 = 204,567

1 4 f 14 1S 0 0.0 0.0
2 4 f 135d 3Po 2 0.860650 0.824085
3 4 f 135d 3 Ho 5 0.894914 0.863590
4 4 f 135d 3Do 3 0.919319 0.886969
5 4 f 135d 3 Ho 4 0.934682 0.898131
6 4 f 135d 3 Ho 6 0.927311 0.895222
7 4 f 135d 3Po 1 0.939756 0.897644
8 4 f 135d 3Po 2 0.943373 0.908169
9 4 f 135d 3Fo 4 0.971074 0.931466

10 4 f 135d 3Fo 3 0.971264 0.939247

Lu V, NE = 1437, NE1 = 182,086

1 4 f 13 2Fo 7/2 0.0 0.0
2 4 f 13 2Fo 5/2 0.12751 0.107464
3 4 f 125d 4F 7/2 1.45797 1.373872
4 4 f 125d 4F 9/2 1.39228 1.412341
5 4 f 125d 4G 9/2 1.48568 1.429373
6 4 f 125d 4G 7/2 1.50702 1.448762
7 4 f 125d 4G 5/2 1.50048 1.449241
8 4 f 125d 4F 5/2 1.53991 1.476007
9 4 f 125d 4 H 7/2 1.53119 1.481346

10 4 f 125d 4G 9/2 1.51306 1.483601
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Table 3. Cont.

Config SLπ J E(SS, Ry) E(NIST [12], Ry)

Lu VI, NE = 873, NE1 = 59,028

1 4 f 125p6 3 H 6 0.0 0.0
2 4 f 125p6 3 H 4 0.030443
3 4 f 125p6 3 H 5 0.055132
4 4 f 125p6 3F 4 0.083617
5 4 f 125p6 3F 3 0.099283
6 4 f 125p6 3F 2 0.106151
7 4 f 125p6 1G 4 0.133692
8 4 f 125p6 1D 2 0.219180
9 4 f 125p6 1 I 6 0.280176

10 4 f 125p6 3P 0 0.305074

Lu VII, NE = 777, NE1 = 68,947

1 4 f 135p4 2 Ho 11/2 0.0 0.0
2 4 f 135p4 2 Ho 9/2 0.0125831
3 4 f 135p4 4Fo 3/2 0.0421028
4 4 f 135p4 4Go 7/2 0.0666561
5 4 f 135p4 4Go 5/2 0.104410
6 4 f 135p4 4Fo 5/2 0.104410
7 4 f 135p4 4Do 3/2 0.123075
8 4 f 135p4 4Do 1/2 0.127465
9 4 f 135p4 2Go 9/2 0.147603

10 4 f 135p4 4Fo 7/2 0.224123

Each lanthanide ion has produced an extensive set of transitions, including both
allowed and forbidden types, among its large number of energy levels. The allowed
transitions are strong. The forbidden transitions are much weaker compared to E1 tran-
sitions. We have obtained a very large set of forbidden transitions of types E2, E3, M1,
and M2 for each ion. The atomic data file for each ion contains four tables of transitions:
(i) a table of dipole allowed E1 transitions where the spin remains the same as the transition;
(ii) a table of dipole allowed E1 transitions where the spin changes (these transitions are
also known as intercombination transitions); (iii) a table of forbidden E3 and M2 tran-
sitions (they follow the same selection rules); and (iv) a table of E2 and M1 transitions
(they follow the same selection rules). At the end of each table, the total number of transi-
tions is given. The file containing the complete sets of transition parameters, i.e., the line
strengths, oscillator strengths, and radiative decay rates, is available electronically from the
NORAD-Atomic-Data database [25]. It is the same file that contains the energy table.

Table 4 presents an example set of E1 transitions with unchanged spin belonging to Ho I,
to demonstrate the format of the complete table. As explained in the caption, i and j are
the transitional level numbers; SLpCi is the symmetry with total spin S, total orbital angular
momentum L, and parity p; Ci is the configuration number of the level that it belongs to; gi is
the statistical weight factor; fij is the oscillator strength; and aji is the radiative decay rate for
the transition. The other tables for forbidden transitions are self-explanatory for the transitional
quantities, as explained for Table 4. Hence, sample tables for these are not presented. The
A-values from the present work are compared with the available published values in Table 5.

We calculated the photoabsorption cross-sections σ of the dipole allowed (E1) tran-
sitions and plotted the spectrum for each lanthanide ion to display their characteristic
features. A comparison of partial features is presented in Figure 1 and the full characteristic
features are shown in Figures 2–26. All points in the figures correspond to actual line
strengths. A single strong line can be a sum of lines. There are many lines at or very close to
those where other transitions occur. These overlapped and almost equal wavelength transi-
tions have been added together to obtain the total intensity. No broadening is considered.
Collisional, Doppler, and Stark broadening depend on the physical conditions of the plasma.
Hence, these lines can be broadened in a model depending on the plasma condition. Due
to the large number of points, almost all spectra appear continuous. However, some sparse
points are also visible in some energy regions for some ions. A separate file containing
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the photoabsorption cross-sections for each ion is available at the NORAD-Atomic-Data
database [25].

We found one experimental spectrum of a lanthanide, Ho II, measured by the group
at the University of Connecticut [23], who presented the results (Figure 1, top panel) at a
Division of Atomic, Molecular, and Optical Physics (DAMOP) meeting of the American
Physical Society in 2016. The red curve in Figure 1 corresponds to the Ho II yield from
fragmentation and the black dotted curve to solid Ho photoabsorption. The measured
energy range, 150–180 eV, is in the soft X-ray region and is much smaller than that covered
for Ho II in the present work. In Figure 1, the lower panel compares the present Ho II
photoabsorption spectrum with the experimental one obtained by Obaid et al. [23]. The
comparison indicates that the black curve is due to the photoabsorption of the spectrum
of Ho II following photo-fragmentation. Although there is an energy shift of 10 eV in the
predicted spectrum, we find very good agreement in the features between the two spectra.
Similar to the observed feature, the predicted spectrum shows a rise in line strength that
increases with the energy and remains strong over an energy range before dropping off at
about 190 eV. The observed spectrum is a smooth curve since the spectral lines have been
averaged out by the bandwidth of the experimental set-up.

Table 4. Sample table of dipole allowed E1 transitions with same spin for Ho I to demonstrate the
format of the complete table of transitions. i and j are the energy level numbers of transitional levels
i and j, SLpiCi and SLpCj are the transitional level symmetries with their configuration numbers,
gi and gj are the statistical weight factors (as given in the energy table), wl(A) is the wavelength of
the transition in Å, fij is the oscillator strength, and aji(s-1) is the radiative decay rate in sec−1.

i-j SLp Ci-SLp Cj gi-gj wl(A) fij aji(s-1)

29-3 4Ie 2-4Io 1 12-10 6454.84 4.24E-06 8.15E+02
29-4 4Ie 2-4Io 1 10-10 7270.34 4.48E-06 5.65E+02
42-2 4Ke 2-4Io 1 14-12 4678.36 9.76E-06 3.47E+03
42-3 4Ke 2-4Io 1 12-12 5289.56 1.11E-05 2.65E+03
42-4 4Ke 2-4Io 1 10-12 5824.98 8.06E-07 1.32E+02
. . .

361-455 2Po 1-2Pe 2 4-2 946.19 7.21E-02 1.07E+09

Table 5. Comparison of A-values between the present calculated results and those available in the
NIST [13] compilation table. fij is the oscillator strength and aji(s-1) is the radiative decay rate in sec−1

for transitions from level i to j.

Aji(s−1) TransitionNIST SS

Ho I

3.73 × 107 2.77 × 107 4 f 116s2(4 Io
15/2) −

4 f 105d6s2(4K13/2)

1.62 × 108 1.00 × 108 4 f 116s2(4 Io
15/2) −

4 f 105d6s2(4 Io)15/2)

Ho II
6.35 × 107 3.09 × 107 4 f 116s(4 Io

8 )− 4 f 116p(4 I8)
4.87 × 107 4.64 × 107 4 f 116s(4 Io

7 )− 4 f 116p(4 I8)

Ho III: No A-value is available

Er I
1.16 × 108 2.49 × 108 4 f 126s2(3 H6)− 4 f 126s6p(3 Ho

6)
7.28 × 107 7.26 × 107 4 f 126s2(3 H6)− 4 f 115d6s2(3 Io

5 )

Er II
2.0 × 107 4.67 × 107 4 f 126s(4 H13/2)− 4 f 115d6s(4 Io

11/2)

1.4 × 107 1.01 × 107 4 f 126s(4 H13/2)− 4 f 126p(4 Io
13/2)
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Table 5. Cont.

Aji(s−1) TransitionNIST SS

Er III, Er IV: No A-value is available

Tm I

5.3 × 106 3.33 × 106 4 f 136s2(2Fo
7/2)−

4 f 125d6s2(2G9/2)

1.47 × 107 1.81 × 107 4 f 136s2(2Fo
7/2)−

4 f 125d6s2(2G7/2)

Tm II
1.06 × 108 7.29 × 107 4 f 136s(3Fo

4 )− 4 f 125d6s(3G5)
1.57 × 107 2.19 × 107 4 f 136s(3Fo

4 )− 4 f 125d6s(3F4)

Tm III, IV, V: No A-value is available

Yb I
1.00 × 108 1.66 × 108 4 f 146s2(1S0)− 4 f 135d6s(1Po

1 )
6.83 × 107 9.12 × 107 4 f 146s2(1S0)− 4 f 135d6s2(3Po

1 )

Yb II
6.83 × 107 9.21 × 107 4 f 146s2(1S0)− 4 f 135d6s2(3Po

1 )
1.92 × 108 1.66 × 108 4 f 146s2(1S0)− 4 f 146s6p(3Po

1 )

Yb III, IV, V, VI: No A-value is available

Lu I
7.90 × 106 4.53 × 106 5d6s2(2D3/2)− 5d6s6p(2Po

3/2)

1.85 × 108 3.10 × 108 5d6s2(2D3/2)− 5d6s6p(2Fo
5/2)

Lu II
4.53 × 108 3.97 × 108 6s2(1S0)− 6s6p(1Po

1 )
7.14 × 107 5.43 × 107 6s2(1S0)− 6s6p(1Po

1 )

Lu III, IV, V, VI, VII: No A-value is available

Figure 1. Photoabsorption cross-sections (σ) of Ho II. Top: Experimental photoabsorption spectrum
(black dashed curve) of Ho [23]. Bottom: Predicted spectrum of Ho II from the present work. The predicted
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energy is shifted by about 10 eV. Arrows point to energies E = 155, 160, and 180 eV, around which a
change in feature in the measured spectrum is noticeable. The similarities in the features indicate that
the black curve in the top panel corresponds to the photoabsorption features of Ho II following the
fragmentation of Ho.

Figure 2. Photoabsorption cross-sections (σ) of Ho I demonstrating broad spectral feature in the UV
wavelength region of 800–1150 Å.

Figure 3. Photoabsorption cross-sections (σ) of Ho II demonstrating broad spectral feature in the UV
wavelength region.
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Figure 4. Photoabsorption cross-sections (σ) of Ho III demonstrating a very broad spectral feature in
the O–IR wavelength region, particularly ranging from 4000 to 15,500 Å.

Figure 5. Photoabsorption cross-sections (σ) of Er I demonstrating one broad, 1000–3500 Å, and one
very broad, 4000–13,200 Å, spectral feature in the O–IR wavelength region.
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Figure 6. Photoabsorption cross-sections (σ) of Er II demonstrating two broad spectral features in the
UV (2200 Å)–near-optical (4000 Å) region.

Figure 7. Photoabsorption cross-sections (σ) of Er III demonstrating three regions of high peak strong
lines from X-ray to UV regions: the first one is in the narrow X-ray region (around 80 Å), one is a
relatively narrow region in the EUV range (300–500 Å), and one is a relatively large broad spectral
region in the UV range (900–1700 Å).
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Figure 8. Photoabsorption cross-sections (σ) of Er IV demonstrating multiple regions of high peak
strong lines in the UV region.

Figure 9. Photoabsorption cross-sections (σ) of Tm I demonstrating three regions of high peak strong
lines: one in the EUV region of 500–1500 Å, the second one in 1700–2500 Å, and the third one in the
narrow band around 3400 Å. Noticeable lines become more sparse with larger wavelengths.
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Figure 10. Photoabsorption cross-sections (σ) of Tm II demonstrating the visible presence of strong
lines in the UV and IR regions and almost no strong lines in the optical (4000–7000 Å) region.
Compared to other lanthanides discussed here, this ion has a smaller number of transitions and a
relatively wider broad feature exists in the IR region.

Figure 11. Photoabsorption cross-sections (σ) of Tm III demonstrating multiple broad structures from
EUV to O wavelength range, with the widest one being in the range of 1200–2500 Å.
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Figure 12. Photoabsorption cross-sections (σ) of Tm IV. There are four distinct broad regions, with
strong lines, in the wavelength regions from EUV up to UV.

Figure 13. Photoabsorption cross-sections (σ) of Tm V in the energy range of EUV to UV. It demon-
strates multiple broad structures from the EUV to the UV wavelength range, with the widest one
being in the range of 1400–1900 Å with a dip at around 1650 Å.
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Figure 14. Photoabsorption cross-sections (σ) of Yb I in the energy range of UV to O. A region of
strong lines appears in the wavelength range of about 2600–3500 Å.

Figure 15. Photoabsorption cross-sections (σ) of Yb II with dominating strong lines in the energy range
of EUV–UV. The spectrum shows two broad features, one in the wavelength range of 1500–2100 Å and
another one in 2500–3100 Å.
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Figure 16. Photoabsorption cross-sections (σ) of Yb III in the energy range of EUV to O. The spectrum
has multiple broad features dominated by strong lines in the energy range of EUV–O. The strongest
absorption bump is in the wavelength range of 2200–3000 Å.

Figure 17. Photoabsorption cross-sections (σ) of Yb IV in the energy range of E to EUV to UV,
exhibiting multiple regions of strong lines.
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Figure 18. Photoabsorption cross-sections (σ) of Yb V in the energy range of E to EUV to UV. It has
two broad features dominated by strong lines: one in the EUV region followed by a lower peak
structure and a broader absorption bump in the wavelength region of 1600–2500 Å.

Figure 19. Photoabsorption cross-sections (σ) of Yb VI in the energy range of UV. It has two absorption
bumps next to each other in the energy range of 145–170 Å.
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Figure 20. Photoabsorption cross-sections (σ) of Lu I in the energy range of UV–IR, showing several
energy regions of strong lines.

Figure 21. Photoabsorption cross-sections (σ) of Lu II in the energy range of UV–O. Prominent
lines are seen in the energy region from UV to O. The spectrum has a wide broad region of strong
photoabsorption lines in UV ranging from 1400 to 3300 Å.

151



Atoms 2024, 12, 24

Figure 22. Photoabsorption cross-sections (σ) of Lu III in the energy range of UV. The spectrum has
only a few strong lines.

Figure 23. Photoabsorption cross-sections (σ) of Lu IV in the energy range of UV, showing multiple
absorption bumps in the UV region.
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Figure 24. Photoabsorption cross-sections (σ) of Lu V with prominent lines in the UV energy region.
The spectrum shows the presence of multiple broad photoabsorption bumps. The broadest one is in
the EUV range of 700–1200 Å with a dip around 800 Å.

Figure 25. Photoabsorption cross-sections (σ) of Lu VI showing the presence of strong lines in the
energy region from EUV to near O. The spectrum shows 3 energy regions of very strong lines in the
EUV range and a relatively broad feature at about 1700–3500 Å.
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Figure 26. Photoabsorption cross-sections (σ) of Lu VII with prominent absorption lines in the energy
range of EUV–UV. The spectrum shows multiple broad absorption energy bumps in the energy
region. The prominence of strong lines in the absorption bumps, one from 150 Å in the X-ray range to
350 Å in the EUV range and one from 400–800 Å in UV, can be seen. Two absorption bumps exist
next to each, covering a energy width of about 1000 to 2200 Å.

4.2. Benchmarking of Energies

A small set of energies, with 10 levels for brevity, of each of the 25 lanthanide ions
is presented in Table 3. The total number of energy levels, NE, obtained from the set of
configurations, and the total number of dipole allowed (E1) transitions, NE1, obtained
among them are specified at the top. NE1 is the subset of the total number of combined
allowed and forbidden transitions, NT , specified in Table 1. NE1 also corresponds to the
number of transitions included in producing the photoabsorption spectrum for the ion.

Table 3 also benchmarks the present energies with the measured values, largely from
Martin et al. [12], which are available in the NIST [13] table. There are two reasons for the
comparison of a small set. With a larger number of levels, the comparison table will be
very long with 25 ions. The other reason is the difficulty in the correct matching of levels to
compare. Although only 10 energy levels have been used for the comparison with measured
values for each ion, some of the ions have a relatively large number of levels available in
the NIST table and some do not have any except for the ground angular momentum. A
significant number of levels are not assigned full spectroscopic designation. The comparison
of energies in Table 3 reveals the complex issues in the spectroscopic identification of levels.
The NIST tables show the large mixing of the levels from different LS states as well as
configurations, indicating possible variations in the spectroscopic designations for the level
from various theoretical approaches. In most cases of the present lanthanide ions, NIST
provides only partial identification for a level, the J-value, and the parity. Similar to those
in NIST, SS provides the final spectroscopic identification based on the leading percentage
contributions of the configurations and states. The leading percentage contribution depends
on the method being used and the wavefunctions describing the atomic states. Some
differences in potential or wavefunction representation in various approaches usually
introduce differences in identification. However, general agreement on the spectroscopic
identification can often be found among most of them. Nonetheless, these differences in
identification are found to be more noticeable for lanthanides.
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Identification becomes sensitive to perturbations from the mixing of levels and con-
figurations. This is not unusual for large atomic systems with many electrons, such as
lanthanides, which have highly sensitive electron–electron interactions. We attempted to
match the levels with the exact identifications, such as the J-values and parity and any
specified configuration, for the energy comparisons. In some cases, it appears that better
agreement exists if the sequential calculated energies of the same parity are compared
with the observed values, which brings the question of the possibility of higher accuracy
for the calculated values than the assigned J-values, which are affected by the percentage
contributions of other levels. Parity is not affected by percentage contributions.

We adopted a matching scheme for the calculated optimized set of energies to compare
them with the measured energy levels. We first ensured that the calculated ground level
agreed exactly with those in the NIST table, and that the other fine structure levels of the
ground state matched. Next, we compared the level energies with the exact identifications
for both the calculated and experimental levels. However, if there were missing L and S
numbers in the NIST table or an unusual difference in the values or order of levels was
noticed, we compared the levels with the same J-values and parities, and the configuration.
If the NIST table did not provide L and S values, we used those designated by SS.

We found that, for higher excited levels, the calculated values tend to diverge towards
larger values than those of the measured ones. During optimization, we made an attempt
to reduce this divergence even when the energy order was shifted. The energy levels of the
25 ions are discussed below.

Ho I-III:
For Ho I, the comparison encountered problems due to differences in the spectroscopic

identification of levels. The NIST table presents the full spectroscopic identification of the
ground state 4 Io and its four fine structure levels. The present results agree with them, with
about 20% uncertainty in the values. Given the difficulty encountered due to the sensitivity
of electron–electron correlation, this agreement can be considered good. The NIST table
does not give complete identifications for the next four sets of levels. Thus, in Table 3, we
list them with the L and S values of the calculated levels from SS that have the same J and
parity. In the next four levels of Ho I in Table 3, we see that the differences in energy values
vary significantly. The last two levels in the table have been selected following their energy
positions in the calculated energies. The comparison with the measured values is good in
regard to the sensitivities of Ho I.

The problem in the proper matching of levels is also one of the reasons for the mis-
matched order of the calculated energy levels with those of the measured levels. To match
for comparison, we have used largely the NIST energy order and SS identifications for the
designation of levels. However, even with such identifications, the comparison shows poor
to good agreement. Hence, the energies of Ho I may require a larger configuration set for
better optimization in future work.

The calculated energies and order of the low-lying Ho II levels have good agreement
with those in the NIST [13] table. However, NIST does not provide spectroscopic values of
the total spin S and orbital angular momentum L. Hence, the identifications produced by
SS are used to designate these values in the comparison table.

The calculated energies of Ho III are comparable but are lower than those of [12].
The calculated energy order also differs after the first five levels and thus introduces a
discrepancy. Further optimization in the wavefunction expansions increased the difference
between the calculated and measured values. Hence, the present set of values is chosen for
overall agreement. It is possible that the differences in energies between the calculated and
measured values are due to uncertainties introduced by configuration mixing and hence
the lack of proper spectroscopic identifications of levels.

Er I-IV:
The energy levels of Er I show, in general, good to poor agreement with the measured

values. These ions were challenging computationally and in terms of spectroscopic identifi-
cation in similar ways to the Ho ions. The sensitivity of the electron–electron interaction
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caused the repetition of the computation many times to optimize the wavefunctions to
match the ground and excited levels. When the energy levels are similar to those of the ob-
served values, the identifications and order of levels would be different from those of NIST.
We adopted the comparison strategy mentioned in the above section for the best matching
of the levels and the comparison of energies, which showed good to fair agreement.

The calculated energies of Er II show agreement similar to that for Er I. Except for
one odd parity state, 4 Io, none of the Er II levels, including the ground state, have full
spectroscopic designation in the NIST table. NIST provides J-values and parities. Hence,
the levels have been assigned with the L and S values given by SS. For the Er II comparison,
with the preservation of the parities and J-values, we find that the 4 Io levels show the largest
discrepancy. This discrepancy would have been smaller if we had considered configuration
4 f 115d6s instead of the NIST-assigned configuration 4 f 116s2. The agreement is quite good
with the 4 f 115d6s odd parity level of J = 13/2. Hence, the comparison will need verification
with other accurate calculations or experiments.

The optimization produced calculated energies for Er III that were somewhat lower
than the measured values, but they remained in fair to good agreement. The NIST table
assigns spectroscopic designation only for three levels. Hence, while the parity and J-values
are matched for comparison, the L and S values are assigned following those from SS.

The calculated energies of Er IV can be discussed in terms of the same points as for Er
I-III. For Er IV, the calculated values are somewhat higher than the values quoted in NIST.
The agreement is fair to good.

Tm I-V:
Table 3 shows good to poor agreement between the calculated and measured energies

of Tm I–Tm-V. The reasons for the differences are the same as those for the Ho and Er ions.
These lanthanide ions have strong electron–electron interactions that can be perturbed
easily by slight changes in wavefunction, similarly to other lanthanides. The problem of
the matching identification of levels and partial identification introduced uncertainty in
the comparison of the levels and hence caused a discrepancy between the calculated and
measured energies.

The Tm I energies are very sensitive to the configurations and Thomas–Fermi scaling
parameters. A slight change in the scaling parameters, which expands or contracts the
wavefunction, would affect the order and values of the levels and the energy values. It is
also difficult to compare them as NIST gives the configurations but is missing the L and S
values. The energies from SS are closer to the energies of the NIST values if the quantum states
designated to them are ignored. This again highlights the need for high-accuracy calculations
and experimental measurements.

Tm II and Tm III show similar identification problems. NIST provides a number for
the total angular momentum, instead of an alphabetic character, and no spin information.
Thus, the present comparison is made largely based on the order of matching of the parity
and J-values. For Tm II, levels 6 and 7 appear to have reverse identification. The agreement
between the present and the compiled set of NIST is good to fair. The comparison of Tm III
can be considered good on average.

For Tm IV, the present values in general are in good agreement with the measured
energy values of Martin et al. [12]. However, two levels, 3H and 3F, both with j = 4,
appear to be misidentified, with a change in energy values of 0.114 Ry and 0.0514 Ry. The
identification of these levels can be adopted easily in the reverse order as their leading
percentages are very close, 60 and 63, respectively. The NIST table list only seven levels.
Hence, the three additional levels in Table 3 are calculated ones.

For Tm V, there is no energy level available except for the ground level 4 f 11(3 Io
15/2),

which we confirm in the present work.
Yb I-VI:
Yb I identification for the four levels above 4 f 146s6p(3Po) is not defined in the NIST

table and hence the SS identifications that match the parity and j-values are used. Yb I also
perturbs easily with a slight change in the spatial extension of the orbital wavefunctions.
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They were optimized to match the observed low-lying energies by Martin et al. [12], but
the order of the spectroscopic identifications has less agreement. The present comparison
shows large differences, but they can be reduced by the matching of the configurations,
which was not considered.

Yb II also had very a sensitive electron–electron interaction potential, which would change
the order of the energy levels or the energy values with a slight change in the wavefunction.
Since the NIST table reports an over 90% leading percentage for the lowest-lying level desig-
nations, the present optimization focused more on the energy order than the energy values
to achieve it. The comparison shows fair to good agreement between the calculated and
observed values.

The calculated energies for Yb III are seen to be in good agreement with the measured
values. SS identifications were used for the levels whenever NIST did not have them.

The calculated Yb IV energies agree well with the measured values. The identifications
of levels given in Table 3 correspond to those predicted by SS as most levels are not
identified in the NIST table.

There is no measured energy for Yb V available on the NIST website, except for
the ground level designation of 3H6. Our calculated ground level agrees with the level
designation. Hence, all energy levels of Yb V in Table 3 are calculated values.

Yb VI has 68 levels belonging to the ground configuration 4 f 125p5. This means that
there is no low-lying allowed transition. The transition energy for the first dipole allowed
transition of the ground level 4 Io

15/2 is at about 1 Ry. The NIST table does not contain
any observed energy of Yb VI besides giving the J-value of the ground level, which was
predicted by [14]. The present ground level agrees with this J-value. We noted that
a different set of configurations can also produce energies for Yb VI that are different
in values and energy order from the present set. It also gives a different spectroscopic
designation for the ground level. We choose the present set as it has the same ground
level configuration as that given in the NIST table. There is a need for observed values as
guidance to determine the configuration set for the ion.

Lu I-VII:
The optimization of wavefunctions for the ordering of the Lu I energies was found to

be sensitive to the presence of excited configuration 5d26s, whose levels would raise the
ground level to a higher excited state. A ground level that has even parity needs odd parity
levels for dipole allowed transitions. Hence, we attempted to perform the optimization
of the energies of odd parity levels such that lower energies were achieved for the levels
through the optimization of the wavefunctions. The resultant set of energies, as seen in
Table 3, shows good to poor agreement with the set of NIST.

The energies of Lu II show good agreement with the measured values.
For Lu III, we are able compare only a limited number of energy levels since most

of the energies in the NIST table belong to orbitals that are not accessible to SS. However,
the comparison shows good agreement. The NIST table does not list the energies of
configuration 4 f 135d2, which is included in the present calculations and found to produce a
large number of bound levels. Being a 2S1/2 level of configuration 4 f 146s, the ground level
can have dipole allowed transitions only to 2Po

1/2,3/2 and hence only a limited number of
transitions is possible. We obtained only 159 dipole allowed transitions, including those to
levels of 2S1/2, of the ground level to be included in producing the spectrum. We included
a few other configurations that generated bound levels but have not been observed.

For Lu IV, overall good agreement is found between the calculated and measured
values. The levels have been identified following SS, as NIST does not provide the full
spectroscopic designation of any excited level.

For Lu V, the calculated values of the ground level and lower energies agree well with
the measured values listed by NIST [13]. The full spectroscopic designation of any excited
level of Lu V is not available in the NIST table. The leading percentage values in the NIST
table indicate highly mixed states. Hence, in Table 3, these levels have been designated with
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the LS term obtained from SS when the J-value and parity match for both the calculated
and observed levels.

For Lu VI, there is no fine structure level, except for the ground level, available in the
NIST table. We carried out the optimization of the levels such that the absolute values were
the lowest and the ground level matched 4 f 125p6(3H6) given by NIST. All nine excited
levels of Lu VI in Table 3 are calculated values.

There are no fine structure energy levels for Lu VII in the NIST table, except for the
ground configuration 4 f 135p4, with which the present work agrees. Similar to Lu VI, the
optimization of energies was carried out by lowering the energy values.

4.3. Benchmarking of Transitions in Lanthanide Ions

We perform a comparison of a number of A-values of the present lanthanide ions in
Table 5 with the compiled values available at NIST [13]. A limited number of A-values for
some ions of Ho, Er, Tm, Yb, and Lu is available in the NIST [13] compilation table. The NIST
references for the A-values of lanthanides are Meggers et al. [15], Morton [16], Komarovski [17],
Wickliffe and Lawler [18], Sugar et al. [19], Penkin and Komarovski [20], and Fedchak et al. [21].
The comparisons show variable agreement between theory and computation. The order
of magnitude agrees, and the absolute values agree to different degrees. Typically, the A-
values calculated from two different approaches or programs show general agreement in the
transitions, but not for all transitions. Hence, in the present case, the overall agreement should
be good given the sensitivity of electron–electron interactions and the impact of slight changes
in the wavefunction in lanthanides.

We compare only a couple of transitions. The reason for this is that the comparisons
are expected to have a certain amount of uncertainty due to the lack of proper spectroscopic
identification, particularly of the excited level to which the ion is excited. This problem is
due to the high mixing of levels. The other issue is the identical set of quantum numbers.
A large number of possible angular momenta resulting from the vector addition of the indi-
vidual angular momenta of a large number of electrons introduce multiple sets of similar
quantum numbers that can be assigned to a level. A single configuration can produce a
number of levels with different energies but with the same J-values and transitions that
occur between the same set of two J-values of the transitional levels belonging to the same
set of configurations, although with different energies. The small differences in energies,
such as for lanthanides, do not resolve these issues since the calculated energies are not as
precise as the measured values.

The present work aims at the overall improvement of the accuracy for collective
features of transitions, such as those observed in lanthanide ions.

4.4. Spectral Features of Lanthanide Ions

Ho I–Ho III:
The photoabsorption spectrum of Ho I is presented in Figure 2. A total of 210,522 transitions

were included to plot the spectrum. However, those with very low cross-sections were beyond
the scale of the plot. Figure 2 shows that the dominant strength of lines lies in the UV range of
about 800 to 1200 Å. The range could deviate by some Å due to the differences between the
calculated and measured energies.

Figure 3 presents the photoabsorption spectrum of Ho II, which includes 76,984 transitions.
However, very weak transitions lay outside the range of the plot. The figure shows the visible
presence of lines from 4000 Å in UV to 18,000 Å in the IR region.

Figure 4 presents the photoabsorption spectrum of Ho III, which shows the dominance
of lines from X-ray to FIR 22,000 Å. A large absorption bump is found in the wavelength
range of 4000 to 15,500 Å. The number of transitions included in the figure is 258,124.

Er I–Er IV:
The spectrum of Er I presented in Figure 5 shows two broad features of strong lines, one in

the UV region of 1000–3500 Å and the other in the O–IR region of wavelengths 4500–15,000 Å.
The number of E1 transitions included in the spectrum is 88,827.
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The spectrum of Er II presented in Figure 6 shows two broad features of strong lines,
both in the UV region: one in the wavelength range of 2200–2700 Å and the other one in
2800–4000 Å. The number of E1 transitions included in the spectrum is 189,738.

The spectrum of Er III presented in Figure 7 shows two broad features of strong lines,
both in the EUV region: one in the wavelength range of 300–500 Å and the next one in
900–1700 Å. The number of E1 transitions included in the spectrum is 82,286.

The spectrum of Er IV presented in Figure 8 shows multiple broad features of strong
lines in various wavelength ranges in the EUV–UV region. The number of E1 transitions
included in the spectrum is 247,713.

Tm I–Tm V:
The spectrum of Tm I, presented in Figure 9, shows a few regions of strong lines;

the broadest region is in the EUV wavelength range of 500–1500 Åand the next one is at
about 1700–2500 Å. Beyond this, at about 3400 Å, a narrow region of strong spectral lines is
noticeable. The number of transitions included is 23,804.

The spectrum of Tm II, presented in Figure 10, shows the visible presence of strong
lines in the UV and IR regions, and almost no strong lines in the optical (4000–7000 Å)
region. Compared to other lanthanides discussed here, this ion has a smaller number of
transitions and a relatively wider broad feature exists in the IR region.

The spectrum of Tm III, presented in Figure 11, shows multiple broad regions with
strong lines, from the EUV to the optical wavelength range. The widest one is in the range of
1200–2500 Å. The number of transitions included is 181,768.

The spectrum of Tm IV, presented in Figure 12, shows four distinct broad regions,
with strong lines, in the wavelength regions of EUV up to UV. The number of transitions
included is 160,013.

The photoabsorption spectrum of Tm V, presented in Figure 13, demonstrates the domi-
nance of strong lines in the energy range of EUV to UV with a gap of about 700–1300 Å. It
shows multiple broad structures from the EUV to the UV wavelength range, with the widest
one being in the range of 1400–1900, Å with a dip at around 1650 Å. The number of transitions
included is 259,539.

Yb I–Yb VI:
The photoabsorption spectrum of Yb I, presented in Figure 14, demonstrates the

dominance of strong lines in the energy range of EUV to UV, with a broad feature in the
wavelength range of about 2600–3500 Å. The number of transitions included is 22,002.

The photoabsorption cross-sections (σ) of Yb II, presented in Figure 15, show domi-
nating strong lines in the energy region of EUV–UV. The spectrum also shows two broad
features, one in the wavelength range of 1500–2100 Å and another one at 2500–3100 Å. The
number of transitions included is 8083.

The photoabsorption cross-sections (σ) of Yb III, presented in Figure 16, has multiple
broad features dominated by strong lines in the energy range of EUV–O. The strongest
absorption bump is in the wavelength range of 2200–3000 Å. The number of transitions
included is 203,904.

The photoabsorption cross-sections (σ) of Yb IV, presented in Figure 17, have multiple
broad features dominated by strong lines in the energy range of EUV–UV. The number of
transitions included is 40,767.

The photoabsorption cross-sections (σ) of Yb V, presented in Figure 18, show noticeable
features in the energy range of EUV–UV. It has two broad features dominated by strong lines:
one in the EUV region, followed by a structure of low peaks and a broader absorption bump in
the wavelength region of 1600–2500 Å. The number of transitions included is 59,027.

The photoabsorption spectrum (σ) of Yb VI, presented in Figure 19, shows visible
features in the EUV region, particularly two absorption bumps next to each other in the
energy range of 145–170 Å. The number of transitions included is 13,807.
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Lu I–Lu VIII:
The photoabsorption spectrum (σ) of Lu I, presented in Figure 20, shows prominent strong

lines in the energy region of UV to IR. It has a few broader regions of strong photoabsorption
lines in the energy regions of 1800 to 3000 Å, 3000–4000 Å, and 4300–4600 Å. The higher-energy
region also demonstrates the presence of some strong lines. The number of transitions included
is 3220.

The photoabsorption spectrum (σ) of Lu II, presented in Figure 21, shows prominent
lines in the energy region of UV to O. It has a wide broad region of strong photoabsorption
lines in UV from 1400 to 2700 Å, with a dip around 1900 Å in the UV range. The number
of transitions included is 22,142.

The photoabsorption cross-sections (σ) of Lu III, presented in Figure 22, show only a
few strong lines. The number of transitions included is 159.

The photoabsorption cross-sections (σ) of Lu IV, presented in Figure 23, show the
prominence of lines in the UV region. There are multiple broad absorption bumps in the
spectrum. The number of transitions included is 204,567.

The photoabsorption cross-sections (σ) of the Lu V, presented in Figure 24, show the
prominence of lines in the UV region. There are multiple broad absorption bumps in the
spectrum. The broadest one is in the EUV range of 700–1200 Å with a dip at around 800Å.
The number of transitions included is 182,086.

The photoabsorption cross sections (σ) of Lu VI, presented in Figure 25, show the
prominence of strong lines from EUV to the near-O region. The spectrum shows three
energy regions of very strong lines in the EUV range and a relatively broad feature at about
1700–3500 Å. The number of transitions included is 59,028.

The photoabsorption cross-sections (σ) of Lu VII, presented in Figure 26, show the
prominence of lines from EUV to UV. The spectrum shows multiple broad absorption
energy bumps in the energy region. Two large absorption bumps are seen next to each
other, covering an energy width of about 1000–2200 Å. The number of transitions included
is 68,947.

The lanthanide ions described in the present report, with strong lines forming spectral
features in the wavelength range of about 3000 to about 7000 Å, are the possible ion
contributors of the broad feature of GW170817. It is also possible that ions with features
in the UV range near 3000 Å and in the IR range beyond 7000 Å also make contributions
but are not noticeable for reasons such as weaker transitions, the Doppler shift of the
wavelengths, and shifts due to energy loss due to the opacity, which indicates absorption
in the medium that the radiation passes through.

5. Conclusions

We summarize the present report as follows.

1. We present atomic data for the energy levels and radiative transitions of 25 ions of
lanthanides, Ho I-II, Er I-IV, Tu I-V, Yb I-VI, and Lu I-VII. Compared to the available
datasets, these are probably the largest sets of atomic data for these lanthanide ions
and can be applied for broad features, such as those from kilonovae events.

2. These data, as extensive sets, are expected to be much more accurate than those
available and hence should enable higher-precision astrophysical applications in
broad features and fill the gaps in data needed for modeling. It should also be noted
that the improved accuracy varies according to how the ion has been represented in
the present study.

3. The calculated energies have been benchmarked with the measured values, largely
from Martin et al. [12], available on the NIST webpage [13]. The comparison shows
overall good agreement, within a few percent, to fair to poor agreement, where the
difference can be a factor close to 2 for the energies. This difference increases with
higher energies.

4. The radiative transition probabilities have been compared with those available at NIST [13],
compiled from a number of sources. The agreement is fair to good. One factor in the

160



Atoms 2024, 12, 24

differences is the proper identification of the levels. Much greater improvements will be
needed over the present work for line diagnostic applications, using programs such as
GRASP, which can provide limited but more accurate energies and transition parameters.

5. We present the spectral features of these 25 lanthanide ions that illustrate the domi-
nance of lines in various regions from X-ray to infrared.

6. Very good agreement with the observed features in Figure 1 is found when compared
with the calculated spectral features of Ho II. The observed features were generated
by the photoabsorption of Ho II as the Ho compound was fragmented. The agreement
is very good given given the strong electron–electron correlation interaction of a large
atomic system like Ho II.

7. Lanthanides have highly mixed levels and are very sensitive to slight changes in the
representation of the potential and wavefunctions. These characteristics can lead
easily to different sets of levels. Hence, guidance through experimentally determined
levels is of great need and importance.

8. All atomic data will be available online at the NORAD-Atomic-Data database
(https://norad.astronomy.osu.edu, accessed on 7 July 2007) [25].
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Abstract: Opacity determines radiation transport through material media. In a plasma source, the
primary contributors to atomic opacity are bound–bound line transitions and bound-free photoioniza-
tion into the continuum. We review the theoretical methodology for state-of-the-art photoionization
calculations based on the R-matrix method as employed in the Opacity Project, the Iron Project, and
solution of the heretofore unsolved problem of plasma broadening of autoionizing resonances due to
electron impact, Stark (electric microfields), Doppler (thermal), and core-excitations. R-matrix opacity
calculations entail huge amount of atomic data and calculations of unprecedented complexity. It
is shown that in high-energy-density (HED) plasmas, photoionization cross sections become 3-D
energy–temperature–density-dependent owing to considerable attenuation of autoionizing resonance
profiles. Hence, differential oscillator strengths and monochromatic opacities are redistributed in
energy. Consequently, Rosseland and Planck mean opacities are affected significantly.

Keywords: photoionization; opacity; autoionization; resonances; plasma broadening

1. Introduction

Physically, the opacity of an object depends on all possible intrinsic light–atom interac-
tions that may absorb, scatter, or re-emit photons emanating from the source and received
by the observer. In addition, the opacity depends on external conditions in the source and
the medium. In recent years, there have been a number of theoretical and experimental
studies of opacities (viz. [1–3]). Whereas photoionization and opacity are linked in all
plasma sources, we focus specifically on high-energy-density (HED) environments such as
stellar interiors and laboratory fusion devices, that are characterized by temperatures and
densities together, typically T > 106K and densities N > 1015 cm−3. Computed atomic
cross sections and transition proabilities are markedly perturbed by plasma effects.

Monochromatic opacity consist of four terms, namely, bound–bound (bb)), bound–free
(b f ), free–free ( f f ), and scattering (sc):

κijk(ν) = ∑
k

Ak ∑
j

Fj ∑
i,i′
[κbb((i, i′; ν) + κb f (i, ε′i ; ν) + κ f f (εi, ε′i′ ; ν) + κsc(ν)] . (1)

In Equation (1), Ak is element abundance k, its ionization fraction Fj, i and initial
bound and final bound/continuum states i, i′, of a given atom; the ε represents electron
energy in the continuum. To determine emergent radiation, a harmonic mean κR, is defined,
Rosseland Mean Opacity (RMO), with monochromatic opacity κijk(ν)

1
κR

=

∫ ∞
0 g(u)κ−1

ν du∫ ∞
0 g(u)du

with g(u) = u4e−u(1− e−u)−2. (2)

Here, g(u) is the derivative of the Planck function including stimulated emission,
κbb(i, i′) = (πe2/mec)Ni fii′φν, and κb f = Niσν. The κν then depends on bb oscillator
strengths, b f , photoionization cross sections σν, on the equation-of-state (EOS) that gives
level populations Ni. We describe large-scale computations using the coupled channel or
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close coupling (hereafter CC) approximation implemented via the R-matrix (RM) method
for opacity in Equation (1) primarily for: (i) the bb transition probabilities and (ii) the b f
photoionization cross sections.

In this review, we focus on the b f -opacity, and in particular on resonant phenomena
manifest in myriad series of autoionizing resonances that dominate photoionization cross
sections throughout the energy ranges of interest in practical applications.

2. Photoionization

Photoionization (PI) of an ion X+z with ion charge z into the (e + ion) continuum is

X+z + hν→ X+z+1 + e. (3)

PI also entails the indirect process of resonances via formation of autoionizing (AI)
doubly excited states, and subsequent decay into the continuum, as

hν + X+Z 
 (X+Z)∗∗ 
 X+Z+1 + e (4)

Infinite series of AI resonances are distributed throughout the photoionization cross
section and generally dominate at lower energies encompassing and converging on to
ionization thresholds corresponding to excited levels of the residual ion in the (e + ion)
continua. A large number of photoionization cross-section values for all bound levels
are needed to compute plasma opacities. Total photoionization cross section (σPI) of each
bound level of the (e + ion) system are required, from the ground state as well as from all
excited states. Practically, however, we consider n(SLJ) < 10, and approximate relatively
small number of energies below thresholds. Total σPI corresponds to summed contribution
of all ionization channels leaving the residual ion in the ground and various excited states.

AI resonances in photoionization cross sections are dissolved by plasma density and
temperature, resulting in an enhanced continuum background, as discussed later. However,
the strong and isolated resonances can be seen in absorption spectra. Moreover, a sub-class
of AI resonances corresponding to strong dipole transitions within the core ion, known as
Photoexcitation-of-core (PEC) or Seaton resonances, correspond to the inverse process of
dielectronic recombination [4,5].

Transition matrix for photoionization S =< ΨF||D||ΨB > is obtained from bound
and continuum wave functions which give the line strength using the expression above.
Photoionization cross section is obtained as

σPI =
4π

3c
1
gi

ωS, (5)

where ω is the incident photon energy in Rydberg units.

2.1. The Opacity Project and R-Matrix Method

Astrophysical opacity calculations using the RM method were intitated under the
Opacity Project (circa 1983) [4–7]. The RM opacity codes were developed to compute large-
scale and accurate bound–bound (bb) transition oscillator strengths, and bound-free (bf)
photoionization cross sections, Considerable effort was devoted to precise delineation of the
intrinsic AI resonance profiles in terms of shapes, heights, energy ranges, and magnitudes
determined by numerous coupled channels of the (e + ion) system.

In the CC-RM method, the total (e + ion) system is expressed in terms of the eigen-
functions of the target or core states and a free-electron

Ψ(E) = A∑
i

χiθi + ∑
j

cjΦj . (6)

The χi are target ion wavefunctions in a specific SiLi state, θi is the free-electron wave-
function, and Φj are bound channel correlation functions with coefficient cj (viz. [4,5]). The
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coupled channel labeled as SiLik2
i `i(SLπ); k2

i is the incident kinetic energy. In contrast, the dis-
torted wave approximation used in current opacity models neglects the summation over
channels in Equation (6), and therefore coupling effects are not considered as in the RM
method in an ab initio manner, due to possibly hundreds to thousands of coupled channels for
complex ions. In principle, this approximation implies neglect of quantum superposition in
the distorted wave method, and interference that manifests in autoionizing resonance profiles.

The bb, b f transition matrix elements for the (e + ion) wave functions ΨB(SLπ; E) and
ΨF(SLπ; E′), respectively, bound state B and B′ line strengths (a.u.) are given by

S(B; B′) = |〈ΨB(EB)||D||ΨB′(EB′)〉|2. (7)

For opacity computations, we consider the D dipole operator, since non-dipole transitions
do not generally act as significant contributors. With the final continuum state represented by
ΨF(E′) and the initial state by ΨB(E), the photoionization cross section is

σω(B; E′) =
4
3

αω

gi
|〈ΨB(EB)||D||ΨF(E′)〉|2. (8)

The ω is photon frequency and E′ is the photoelectron energy of the outgoing electron.
The Breit–Pauli R-matrix (BPRM) incorporates relativistic effects using the the Breit–Pauli
(BP) Hamiltonian for the (e + ion) system in BPRM codes in intermediate coupling with a
pair-coupling scheme SiLl(Ji)li(Ki)si(Jπ) [8], whereby states SiLi split into fine-structure
levels SiLi Ji. Consequently, the number of channels becomes several times larger than the
corresponding LS coupling case. The IP work is generally based on BPRM codes, as for
example the large amount of radiative and collisional data in the database NORAD [9].

2.2. R-Matrix Calculations for Opacities

The R-Matrix codes employed in opacities calculations are considerably different and
extensions of the original R-Matrix codes [4–6]. The OP codes were later extended under
the Iron Project [10] to incorporate relativistic effects and fine structure in the Breit–Pauli
approximation [8]. The RM opacity codes were further adapted with new extensions at Ohio
State University for complete RM opacity calculations [3,11]. Figure 1 shows the flowchart
of the RM codes at the Ohio Supercomputer Center (OSC). The atomic structure codes
SUPERSTRUCTURE [12] and CIV3 [13], are first utilized to obtain an accurate configuration-
interaction representation of the core-ion states. Next, the two R-Matrix codes STG1 and
STG2 are employed to generate multipole integrals and algebraic coefficients for the (e + ion)
Hamiltonian corresponding to coupled integro-differential equations in the CC approximation.
In the BPRM codes, the code RECUPD recouples the LSJ pair coupling representation incluing
fine structure explicitly. The total (e + ion) Hamiltonian matrix is diagonalized in STGH. The R-
Matrix basis functions and dipole matrix elements thus obtained are input to code STGB for
bound state wavefunctions B, code STGF for continuum wavefunctions, bb transitions code
STGBB, and code STGBF to compute photoionization cross sections. Code STGF(J) may also
be used to obtain electron impact excitation collision strengths.
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Figure 1. The R-matrix codes for opacities calculations (codes with * were developed or extended at
OSU). Atomic data produced are further processed via a suite of equation-of-state, plasma broadening,
and opacity codes to obtain monochromatic and mean opacities at each temperature and density [14].

The immense complexity of RM calculations, compared to DW method and atomic
structure calculations, requires substantial computational effort and resources. In particular,
inner-shell transitions are often dominant contributors to opacity. However, those could
not be completed in OP work, except for outer-shell radiative transtions using the RM
or BPRM methods due to computational constraints and then available high-performance
computing platforms. Therefore, the simpler DW method was used for most of the OP
opacity calculations, such as in DW-type methods in other opacity models that also neglect
channel couplings and hence initio consideration of autoionizing resonances in the bound-
free continua. A prominent exemplar is the extensive role of photoexcitation-of-core (PEC)
resonances, or Seaton resonances [4,5], associated with strong dipole transitions (viz. [3,11] for
Fe XVII).

Despite unprecedented effort and advances, the OP-RM work faced several then in-
tractable difficulties that limited the scope of atomic calculations. Primarily, the limitations
were due to computational constraints which, in turn, did not enable accounting for important
physical effects and a complete RM calculation of atomic opacities. The main features and
deficiencies of OP are as follows: (I) The calculations were in LS coupling neglecting relativistic
fine structure. (II) The close coupling wavefunction expansion for the target or the core ion
in the (e + ion) system included only a few ground configuration LS terms. (III) Inner-shell
excitations could not be included owing to the restricted target-ion expansion that precluded
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photoexcitation of levels from inner shells into myriad resonances in the continua of the
residual (e + ion) system. (IV) Autoionizing resonances in bound-free photoionization cross
sections were delineated within the few excited target terms. (V) Total angular and spin
(e + ion) symmetries with large orbital angular-spin quantum numbers were not computed.
All of these factors are crucial for a complete, converged and accurate opacity calculation.
As mentioned, the OP work initially began with the R-matrix codes, albeit with very small
wavefunction expansions (e + ion) system, usually limited to the ground configuration of
the core ion. Thus, OP opacities incorporated a small subset of RM data. Rather, most of the
opacities contributions were obtained using atomic structure codes and the Distorted Wave
(hereafter DW) approximation, similar to other opacity models [5,6,9,10,15].

The first complete RM calculation leading up to the calculation of opacities was carried
out for the ion Fe XVII that is of considerable importance in determining the opacity at the
base of the solar convection zone (BCZ) ([11], hereafter NP16). The solar radius of the BCZ
has been accurately determined through Helioseismology to be 0.713 ± 0.001 R�.

Other new physical issues also emerged in RM calculations for opacities. There are
three major problems that need to be solved: (A) Convergence of large-coupled channel
wavefunction expansions necessary to include sufficient atomic structures manifest in opacity
spectra. (B) Completeness of high n` contributions up to n ≡ ∞, and (C) attenuation of
resonance profiles due to intrinsic autoionization broadening (included in RM calculations in
an ab initio manner) and extrinsic plasma effects due to temperature and density, as generally
considered for bound–bound line opacity.

RM photoionization calculations have been carried for several Fe ions [16]. In particular,
large-scale computations of cross sections and transition probabilities have been performed
for Fe ions that determine iron opacity at the solar BCZ: Fe XVII, Fe XVIII, Fe XIX, Fe XX and
Fe XXI (to be published; S.N. Nahar, private communication).

2.3. R-Matrix and Distorted Wave Methods

Current opacity models employ the DW approximation or variants thereof, based on an
atomic structure calculation coupled to the continuum. Oscillator strengths and photoioniza-
tion cross sections are computed for all possible bound–bound and bound-free transitions
among levels specified by electronic configurations included in the atomic calculation. How-
ever, since the DW approximation includes only the coupling between initial and final states,
the complexity of interference between the bound and continuum wavefunction expansions
involving other levels is neglected, and so are the detailed profiles of autoionizing resonances
embedded in the continua. DW models employ the independent resonance approximation
that treats the bound–bound transition probability independently from coupling to the con-
tinuum. Apart from relative simplicity of atomic computations, the advantage of using DW
models is that well-established plasma line broadening treatments may be used.

On the other hand, RM opacities calculations are computationally laborious and time-
consuming. However, as demonstrated in the erstwhile OP-RM work, albeit severely limited
in scope, coupling effects are important. Opacity in the bound-free continuum is dominated
by autoionizing resonances, as shown in recently completed works (viz. [3,11,17]). The most
important consequence of neglecting detailed resonance profiles in DW models and missing
opacity is that intrinsic autoionizing broadening and extrinsic plasma broadening thereof are
not fully accounted for. It has now been shown that AI resonances are broadened much wider
in the continuum than lines, and thereby enhance opacity significantly [3,11].
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Recent work ([18], D21) extended Fe XVII RM calculations by including more configu-
rations than NP16a. Although this confirmed our earlier results for photoionization cross
sections, D21 do not consider plasma broadening of autoionizing resonances and therefore
do not obtain a complete description of bound-free opacity from RM calculations (discussed
below).

The unbroadened cross sections in D21 appear similar to ours; however, they did not
compare those in detail with previously published data in [11] for Fe XVII, and publicly
available from the electronic database NORAD [9]. Furthermore, D21 report 10% lower
Rosseland mean opacities than OP2005, which is at variance with other DW models that are
higher by up to a factor of about 1.5 [3,11], possibly due to an incomplete number of bound
Fe XVII levels.

3. Inner- and Outer-Shell Excitations

Being simpler and based on pre-specified electronic configurations as in atomic structure
calculations, inner-shell excitation DW data may be readily computed treating resonances
as bound levels in the continuum. Although OP opacities were computed using DW data,
OP atomic codes were originally developed to implement the RM methodology that could
not be carried through owing to computational constraints. Most importantly, it could not be
employed for opacities due to inner-shell excitations that are dominant contributors because
most electrons in complex ions are in closed shells and bear excitation energies that lie above
the first ionization threshold, giving rise to series of autoionizing resoances, and in particular
PEC resonances due to strong dipole inner-shell trasitions in the core ion [11,17]. On the
other hand, the much simpler DW treatment in opacity models is readily implemented but is
inaccurate in the treatment of important resonance phenomena. Extensive comparison of RM
and DW calculations for Fe XVII considered herein, and implications for plasma opacities, are
given in [11,19].

4. Plasma Broadening of Resonances

Whereas line broadening has long been studied and its treatments are generally and rou-
tinely incorporated in opacity models (viz. [4]), plasma broadening of autoionizing resonance
profiles is not heretofore considered. Attenuation of shape, height, energies, and magnitude
of autoionizing resonances in photoionization cross sections must be delineated in detail,
as in the RM method, as a function of density and temperature in order to determine the
distribution of total differential oscillator strength and structure of the bound-free continua.

AI resonances are fundamentally different from bound–bound lines as related to quasi-
bound levels with intrinsic quantum mechanical autoionization widths. Broadening has
significant contribution to mean opacities, enhancing the Rosseland mean opacity by fac-
tors ranging from 1.5 to 3, as shown in other works and discussed below [17]. However,
line-broadening processes and formulae may be to develop a theoretical treatment and com-
putational algorithm outlined herein (details to be presented elsewhere). The convolved
bound-free photoionization cross section of level i may be written as:

σi(ω) =
∫

σ̃(ω′)φ(ω′, ω)dω′, (9)

where σ and σ̃ are the cross sections with plasma-broadened and unbroadened AI resonance
structures, ω is the photon energy (Rydberg atomic units are used throughout), and φ(ω′, ω) is
the normalized Lorentzian profile factor in terms of the total width Γ due to all AI broadening
processes included:

φ(ω′, ω) =
Γ(ω)/π

x2 + Γ2 , (10)

where x ≡ ω−ω′. The crucial difference with line broadening is that AI resonances in the
(e + ion) system correspond to and are due to quantum mechanical interference between
discretized continua defined by excited core ion levels in a multitude of channels. The RM
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method (viz. [4–6]), accounts for AI resonances in an (e + ion) system with generally asym-
metric profiles (unlike line profiles that are usually symmetric).

Given N core-ion levels corresponding to resonance structures,

σ(ω) =
N

∑
i

[∫
σ̃(ω′)

[
Γi(ω)/π

x2 + Γi(ω)

]
dω′

]
. (11)

With x ≡ ω′ − ω, the summation is over all excited thresholds Ei included in the
N-level RM wavefunction expansion, and corresponding to total damping width Γi due
to all broadening processes. The profile φ(ω′, ω) is centered at each continuum energy ω,
convolved over the variable ω′ and relative to each excited core ion threshold i. In the
present formulation we associate the energy to the effective quantum number relative to each
threshold ω′ → νi to write the total width as:

Γi(ω, ν, T, Ne) = Γc(i, ν, νc) + Γs(νi, ν∗s )
+Γd(A, ω) + Γ f ( f − f ; νi, ν′i ),

(12)

pertaining to collisional Γc, Stark Γs, Doppler Γd, and free–free transition Γ f widths respec-
tively, with additional parameters as defined below. We assume a Lorentzian profile factor
that subsumes both collisional broadening due to electron impact, and Stark broadening due
to ion microfields, that dominate in HED plasmas. This approximation should be valid since
collisional profile wings extend much wider as x−2, compared to the shorter range exp(−x2)
for thermal Doppler, and x−5/2 for Stark broadening (viz. [4,17]). In Equation (11), the limits
∓∞ are then replaced by ∓Γi/

√
δ; δ is chosen to ensure the Lorentzian profile energy range

for accurate normalization. Convolution by evaluation of Equations (1)–(3) is carried out for
each energy ω throughout the tabulated mesh of energies used to delineate all AI resonance
structures, for each cross section, and each core ion threshold. We employ the following
expressions for computations:

Γc(i, ν) = 5
( π

kT

)1/2
a3

o NeG(T, z, νi)(ν
4
i /z2), (13)

where T, Ne , z, and A are the temperature, electron density, ion charge and atomic weight,
respectively, and νi corresponds to a given core ion threshold i : ω ≡ E = Ei − ν2

i /z2 is a con-
tinuous variable. The Gaunt factor [17] G(T, z, νi) =

√
3/π[1/2+ ln(νikT/z)] Another factor

(nx/ng)4 is introduced for Γc to allow for doubly excited AI levels with excited core levels nx
relative to the ground configuration ng (e.g., for Fe XVIII nx = 3, 4 relative to the ground con-
figuration ng = 2). A treatment of the Stark effect for complex systems entails two approaches,
one where both electron and ion perturbations are combined, or separately (viz. [4,17]) em-
ployed herein. Excited Rydberg levels are nearly hydrogenic, the Stark effect is linear and
ion perturbations are the main broadening effect, though collisional broadening competes
increasingly with density as ν4

i (Equation (13)). The total Stark width of a given n-complex
is ≈(3F/z)n2, where F represents the plasma electric microfields. Assuming the dominant
ion perturbers to be protons and density equal to electrons, we take F = [(4/3)πa3

o Ne)]2/3,
consistent with the Mihalas–Hummer-Däppen equation-of-state formulation [4].

Γs(νi, ν∗s ) = [(4/3)πa3
o Ne]

2/3ν2
i . (14)

In employing Equation (12), a Stark ionization parameter ν∗s = 1.2× 103N−2/15
e z3/5 is

introduced such that AI resonances may be considered fully dissolved into the continuum
for νi > ν∗s (analogous to the Inglis–Teller series limit for plasma ionization of bound levels).
Calculations are carried out with and without ν∗s , as shown in [17]. The Doppler width is:

Γd(A, T, ω) = 4.2858× 10−7
√
(T/A), (15)
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where ω is not the usual line center but taken to be each AI resonance energy. The last term
Γ f in Equation (5) accounts for free–free transitions among autoionizing levels with νi, ν′i
such that

Xi + e(Ei, νi) −→ X′i + e′(E′i , ν′i ). (16)

The large number of free–free transition probabilities for +ve energy AI levels Ei, E′i > 0
may be computed using RM or atomic structure codes (viz. [20]).

We utilize new results from an extensive Breit–Pauli R-Matrix (BPRM) calculation with
218 fine structure levels dominated by n ≤ 4 levels of the core ion Fe XVIII (to be reported
elsewhere). A total of 587 Fe XVII bound levels (E < 0) are considered, dominated by
configurations 1s22s22p6(1S0), 1s22sp2pqn`, [SLJ] (p, q = 0−−2, n ≤ 10, ` ≤ 9, J ≤ 12).
The core Fe XVII levels included in the RM calculation for the (e + Fe XVIII)→Fe XVII system are:
1s22s22p5(2Po

1/2,3/2), 1s22s22pq, n`, [SiLi Ji] (p = 4, 5, n ≤ 4, ` ≤ 3). The Rydberg series of AI
resonances correspond to (SiLi Ji) n`, n ≤ 10, ` ≤ 9, with effective quantum number defined
as a continuous variable νi = z/

√
(Ei − E) (E > 0), throughout the energy range up to the

highest 218th Fe XVIII core level; the n = 2, 3, 4 core levels range from E = 0–90.7 Ry ([11]).
The Fe XVII BPRM calculations were carried out resolving the bound-free cross sections at
∼40,000 energies for 454 bound levels with AI resonance structures. Given 217 excited core
levels of Fe XVIII, convolution is carried out at each energy or approximately 109 times for
each (T,Ne) pair.

Figure 2 displays detailed results for unbroadened photoionization cross section (black)
and plasma broadened (red and blue, without and with Stark ionization cut-off) The excited
bound level of Fe XVII is 2s22p2 3D2 at temperature–density T = 2× 106 K and Ne = 1023 cm−3.
The cross section is shown on the Log10 scale in the top panel, and on a linear scale in the
bottom panel isolating the energy region of highest and strongest AI resonances. The main
features evident in the figure are as follows. (i) AI resonances show significant plasma
broadening and smearing of a multitude of overlapping Rydberg series at The narrower
high-nl resonances dissolve into the continua but stronger low-nl resonance retain their
asymmetric shapes with attenuated heights and widths. (ii) At the Ne = 1023 cm−3, close to
that at the solar BCZ, resonance structures not only broaden but their strengths shift and are
redistributed over a wide range determined by total width Γ(ω, νi, T, Ne) at each energy h̄ω
(Equation (12)). (iii) Stark ionization cut-off (blue curve) results in step-wise structures that
represent the average due to complete dissolution into continua. (iv) Integrated AI resonance
strengths are conserved, and are generally within 5–10% of each other for all three curves in
Figure 2. It is found that the ratio of RMOs with and without plasma broadening may be
up to a factor of 1.6 or higher ([17]); recent work for other ions shows the ratio may be up to
factor of 3.

The scale and magnitude of new opacity calculations is evident from the fact that
photoionization cross sections of 454 bound levels of Fe XVII are explicitly calculated using the
RM opacity codes, 1154 levels of Fe XVIII, and 899 levels Fe XIX. Plasma broadening is then
carried out for for each temperature and density of interest throughout the solar and stellar
interiors or HED plasma sources.
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Figure 2. Energy–temperature–density-dependent photoionization cross section of highly excited bound
level 2s22p53p 2D2 of Fe XVII −→ e + Fe XVIII, due to plasma broadening of autoionizing resonances:
unbroadened—black curve, broadened—red and blue (see text). Top panel: Logσ (MB) in the full energy
range up to the highest ionization threshold of core ion Fe XVIII, bottom panel: Linear-scale σPI in the
energy range of the largest AI structures.

5. Energy Dependence

Photoionization cross sections vary widely in different approximations used to calculate
opacities. Simple methods such as the quantum defect method and the central-field approxima-
tion, yield a feature-less background cross section. High-n levels in a Rydberg series of levels
behave hydrogenically at sufficiently high energies, and the photoionization cross section may
be approximated using Kramer’s formula (discussed in [5])

σPI =
8π

31.5c
1

n5ω3 . (17)

Equation (17) is used in OP work to extrapolate photoionization cross sections in the
high-energy region. However, it is not accurate, as seen in Figure 3. At high energies,
inner shells and sub-shells are ionized, and their contribution must also be included in
total photoionization cross sections. At inner (sub-)shell ionization thresholds, there is a
sharp upward jump or edge and enhancement of the photoionization cross section. Figure 3
shows results from a relativistic distorted wave (RDW) calculation and Kramer’s fomula
Equation (17). The RDW results do not include resonances, and differ from the OP results
with resonance structures in the relatively small energy region near the ioniization threshold.
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Figure 3. Photoionization cross section σPI of the ground state of CI, 1s22s22p2 3P, computed using the
relativistic distorted wave (RDW) code by H.L. Zhang (discussed in [5]) compared with the Kramer’s
hydrogenic formula Equation (17). The large jump is due to photoionization of the inner 1s−shell or
the K−edge. The resonance structures at very low energies are obtained from the coupled channel RM
calculations in the Opacity Project.

6. From Convergence to Completeness

The NP16 work [11] also addressed an important point that a reasonably complete ex-
pansion of target configurations and levels in BPRM photoionization calculations is necessary
to ensure converged bound-free opacities. The criteria for accuracy and completeness are:
(i) convergence of the wavefunction expansion (Equation (6)), and (ii) completeness of PI cross
sections, monochromatic and mean opacities with respect to possibly large number of multiply
excited configurations.

While NP16 demonstrated convergence with respect to n = 2, 3, 4 levels of the Fe XVIII

target ion included in the RM calculations, more highly excited configurations that might
affect high-energy behavior were not included. Subsequent work using and comparing with
the DW method was therefore carried out to ascertain the effect of high-n` configurations on
opacities [20].

Specifying excited configurations is straightforward in an atomic structure-DW calcu-
lation, but it is more complex and indirect in RM calculations. For example, in order to
investigate the role of more excited configurations the NP16 BPRM calculations that yield
454 bound levels for Fe XVII, were complemented with >50,000 highn, ` “topup” levels to
compute opacities and RMOs. Photoionization cross sections of the 454 strictly bound levels
computed (negative eigenenergies) take into account embedded autoionizing resonances that
are treated as distinct levels in DW calculations; therefore, in total there are commensurate
number of levels to ensure completeness.

However, the large number of highly excited configurations made only a small contri-
bution to opacities, relative to the main BPRM cross sections, and only to the background
cross sections. without resonances. Therefore, the simpler DW method may be used for topup
contributions without loss of accuracy as to supplement RM calculations. Recent work has
shown that the topup contribution to RM opacities does not exceed 5% to RMOs [14].

7. Sum Rule and Oscillator Strength Distribution

The total bb and integrated b f oscillator strength, when summed over all possible bb
and bf transitions, must satisfy the definition of the oscillator strength as fractional excita-
tion probability, i.e., ∑j fij = N, where N is the number of active electrons. However, while
the f -sum rule ensures completeness, it does not ensure accuracy of atomic calculations
per se. That depends on the precise energy distribution of differential oscillator d f /dE,
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strength or photoionization cross section σPI . To wit: the hydrogenic approximation, if used
for complex atoms would satisfy the f -sum rule but would clearly be inaccurate. As dis-
cussed herein, the RM method is concerned primarily with d f /dE in the b f -continuum
based on full delineation of autoionizing resonance profiles.

As an end result, the RMO depends on energy distribution of monochromatic opac-
ity, convolved over the Planck function at a given temperature. Compared with OP
results, the distribution of RM Fe XVII monochromatic opacity is quite different, and much
more smoothed out without sharp variations that stem mainly from the treatment of reso-
nances as bb lines, even with limited autoionization broadening included perturbatively
in DW opacity models. Experimentally, a flatter opacity distribution is also observed,
in contrast to theoretical opacity models that exhibit larger dips in opacity at “opacity
windows” [3,11,21,22].

8. Conclusions

This review describes photoionization work related to opacities. The state-of-the-art
R-matrix calculations are discussed in comparison with the distorted wave data currently
employed in opacity models. Atomic and plasma effects such as channel coupling, broad-
ening of autoionizing resonances, high-energy behavior, and oscillator strength sum-rule
are described.

Existing OP and IP radiative data for photoionization and transition probabilities for
astrophysically abundant elements have been archived in databases TOPbase and TIPbase.
OP opacities and radiative accelerations are available online from OPserver [15]. R-matrix
data for nearly 100 atoms and ions from up-to-date and more accurate calculations are
available from the database NORAD at OSU [9].
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Abstract: Photoionization and its inverse, electron–ion recombination, are key processes that influ-
ence many astrophysical plasmas (and gasses), and the diagnostics that we use to analyze the plasmas.
In this review we provide a brief overview of the importance of photoionization and recombination
in astrophysics. We highlight how the data needed for spectral analyses, and the required accuracy,
varies considerably in different astrophysical environments. We then discuss photoionization pro-
cesses, highlighting resonances in their cross-sections. Next we discuss radiative recombination, and
low and high temperature dielectronic recombination. The possible suppression of low temperature
dielectronic recombination (LTDR) and high temperature dielectronic recombination (HTDR) due to
the radiation field and high densities is discussed. Finally we discuss a few astrophysical examples to
highlight photoionization and recombination processes.

Keywords: photoionization; recombination; massive stars; Wolf–Rayet stars; local thermodynamic
equilibrium (LTE); nLTE

1. Introduction

One of the most important ways we learn about the Universe is through spectroscopy.
From spectroscopy we can typically deduce important stellar parameters such as a star’s
effective temperature,1 surface gravity (=GM∗/R∗2) and abundances. These in turn provide
insights into stellar evolution, galactic evolution, and the evolution of the Universe. To
perform analyses of stellar data requires atomic data, although the amount and type of
atomic data needed varies greatly with the application. In the most extreme cases, in
which local thermodynamic equilibrium does not hold (discussed below), we require, for
example, photoionization cross-sections, oscillator strengths for bound–bound transitions,
line-broadening data, collisional cross-sections, autoionization rates, chemical reaction rates,
and charge exchange cross-sections. For some simple species, such as hydrogen, we have
excellent atomic data while for other important species, such as Fe group elements, crucial
atomic data is lacking. Unfortunately, for many ionization stages even basic information,
such as accurate energy levels, is also missing.2 However, invaluable work by the NIST and
Imperial college atomic spectroscopy groups is helping to rectify this situation for some
important astrophysical ions (e.g., [2,3]).

In this review we discuss the importance of photoionization cross-sections for astro-
nomical applications, with an emphasis on massive stars. Such a discussion will necessarily
consider recombination processes—the inverse of photoionization processes. Before doing
so it is necessary to define some important physical and astronomical terms.

A star (or any other astrophysical object emitting radiation) is not in thermal equilib-
rium. However, in some cases, and at some locations, it is well justified to assume that
the plasma in the star is in “local” thermal equilibrium. Below the atmosphere (the thin
layer that emits the radiation we observe) the material in most stars can be considered
to be in “local” thermal equilibrium (LTE). In such cases, the state of the gas (e.g., the
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thermodynamical properties, the ionization state, and the populations of atomic levels) are
set by the density and electron temperature via thermodynamic arguments. The ionization
state of the gas and the level populations are determined, for example, by the Saha and
Boltzmann equations (e.g., [4]). Moreover, there is only one temperature—the electron tem-
perature, the ion temperature, the excitation temperature, and the radiation temperature
are all identical. The temperature of the gas varies with location (it must, since radiation is
propagating outwards) but the scale on which it varies does not affect the thermodynamic
state of the gas. Unfortunately, much of the radiation we observe comes from gas that is
NOT in LTE—typically referred to as nLTE or non-LTE.

At the stellar surface the assumption of LTE becomes less valid. This is not surprising—
at the stellar surface radiation is escaping from the star and there is no incident radiation (at
least for single stars), and hence the radiation density must drop from its blackbody value
by a factor of (at least) ∼2 (since there is no incident radiation—see (see [4], p. 120). Further,
because radiation can now travel significant distances, regions of different temperatures
are directly coupled, potentially making the radiation field at a given location strongly
non-Planckian.

Fortunately, in some cases the densities are high enough that collisional processes can
still strongly couple the level populations and the ionization state of the gas to the local
electron temperature, allowing us to use the Saha and Boltzmann equations to compute
level populations. In such cases the electron temperature (which will be the same as the ion
temperature) determines the state of the gas and it is this temperature that we normally
state. In general, however, the electron and radiation temperatures will be different.3

The Boltzmann equation, which relates the populations of two levels within the same
ionization state, is

n∗u =
gun∗l

gl
exp(−Elu/kT) (1)

where n∗l and n∗u are the LTE population densities of the lower and upper states, respectively,
gl and gu are the level degeneracies, and Elu is the difference energy between the two levels
(e.g., [4]).

The Saha equation, which relates the ground state populations of two consecutive
ionization equations, is

n∗1,i = n∗1,i+1Ne
g1,iCI

g1,i+1T3/2 exp (−ψi/kT) (2)

where T is the electron temperature in Kelvin, CI = 2.07× 10−16 (cgs units), Ne is the
electron density, ψi is the ionization energy, and the subscript i (i + 1) is used to denote the
ionization stage.

In many stars, and especially those with lower density gas (nebulae, stellar winds,
supernovae) the departures from LTE are significant and MUST be allowed for. Gaseous
nebulae, which typically have densities less than 106 atoms cm−3, provide an excellent
example in which the departures from LTE are extreme. The radiation field that ionizes the
nebula typically emanates from a hot star (Teff & 25,000 K) and is strongly diluted since
the nebula is typically very distant from the star (Figure 1). The equilibrium temperature
of the gas is typically around 10,000 K (which is primarily determined by the chemical
composition of the nebula) and is insensitive to the effective temperature of the star. The
nebula, longward (i.e., at larger wavelengths) of the H I Lyman jump at 912 Å, is transparent
to most radiation. Because of the non-Planckian radiation field and the low densities,
collisions with electrons cannot drive the gas into LTE.
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Figure 1. A composite image of the Helix nebula obtained using the HST and the Cerro Tololo Inter-
American Observatory in Chile. Hα+[N II] (λλ6548.1, 6583.4 Å), emission is shown in red, an average
of Hα+[N II] and [O III] (λλ4958.9, 5006.8 Å) is shown in green, and forbidden [O III] emission is
shown in blue [5]. The nebula lies at a distance of about 200 pc, and the size of the semi-major axis
is approximately 5.5 arc minutes or 66,000 AU [5]. The central star has an effective temperature
of 104,000 K, L ≈ 80 L�, and R ≈ 0.028 R� [6]. Using the semi-major axis as a representative size
scale, the dilution factor ( 0.25(r/R∗)2 ) is of order 10−18. Detailed insights into the structure and
morphology of the Helix nebula can be found in many works (e.g., [5,7]). Image credit: NASA, ESA,
C.R. O’Dell (Vanderbilt University), and M. Meixner, P. McCullough, and G. Bacon (Space Telescope
Science Institute).

When LTE no longer holds (i.e., nLTE) we are forced to solve for the ionization state
of the gas and the level populations from first principles. That is, we need to consider all
the processes, and inverse processes, that populate a given level. These processes include
photoionization and recombination, bound–bound emission and absorption, collisional
excitation and de-excitation, collisional ionization and collisional recombination, dielec-
tronic recombination and autoionization, charge exchange reactions and, in “cooler gas”
(T / 6000 K), chemical reactions, and dust chemistry.4 Determining the state of the gas is a
complicated problem. Many of the processes above depend on the radiation field which
in turn depends on the level populations. Further, the radiation field couples the gas to
regions of different temperatures. This is a highly non-linear problem and can only be
solved by iterative techniques. In many cases we can consider the population numbers to
be static (and the equations are referred to as the equations of statistical equilibrium) but
in other cases (e.g., supernovae) we may need to allow for time dependence (and solve
the kinetic equations). Another major issue is correcting for plasma effects that limit the
number of levels in atoms and ions (i.e., crudely, an atom/ion cannot be larger than the
inter-atom spacing). One approach is probabilistic and was developed in a series of papers
by Hummer, Mihalas, and Dappen [12–14], and is used, for example, in the nLTE radiative
transfer codes TLUSTY[15] and CMFGEN [16]. In this approach, levels are assigned an
occupation probability that varies smoothly with the level energy, density and temperature,
and that leads to a finite partition function.

Thus, a vast amount of atomic data is needed. Sadly, despite heroic efforts by Bob Ku-
rucz [17,18], members of the Opacity Project [19] and Iron Project [20], Sultana Nahar [21],
and many others, much of the needed data is still missing. Extensive photoionization
data is available, for example, through TOPbase [22], TIPbase [23], and NORAD [21]. As
discussed later in this article, details can matter, and it is not always obvious, a priori,
which data are essential for accurate analyses. As this paper is concerned with photoioniza-
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tion/recombination, this paper does not generally elaborate on other important processes.
Information on these additional processes can be found in, e.g., [24–27].

Below we discuss photoionization and recombination as relevant to astrophysical
applications. Much of the following discussion will be based on my own experiences
in developing CMFGEN, a nLTE radiative transfer code originally designed to model hot
massive stars (M > 20 M�, Teff ≥ 20, 000 K) and their stellar winds [16,28]. The winds in
these stars are driven by radiation pressure acting on bound–bound transitions belonging,
for example, to C, N, O, Ar, and Fe (e.g., [29–31]). Since its initial development the code
has undergone considerable revisions and improvements. It has been successfully used
to model O stars (e.g., [32–36]), Wolf–Rayet (WR) stars [37,38], luminous blue variables
(e.g., [39–41]), B stars (e.g., [42]), the central stars of planetary nebulae (e.g., [43]), and A
stars. Over the last decade CMFGEN was adapted to treat time-dependent radiation transfer,
and to solve the time-dependent kinetic equations [44], and it has been used to model
spectra resulting from a variety of SN explosions (e.g., [45–48]).

The review is organized as follows: In Section 2 we briefly discuss the importance
of photoionization processes for stellar interiors and introduce the Rosseland mean opac-
ity. We then consider photoionization processes in Section 3 with an emphasis on in-
ner shell ionizations in Section 3.1. Recombination processes are discussed in Section 4
while suppression of dielectronic recombination by collisions and the radiation field is
discussed in Section 5.1 and Section 5.2 respectively. Specific examples of where photoion-
ization/recombination processes are important are then discussed—direct recombination
(Section 6.1), the Sun (Section 6.2), O stars, WR stars, luminous blue variables (LBVs),
(Section 6.3), Of and WN stars (Section 6.3.1), carbon lines in WC stars (Section 6.3.2), C II

in a [WC] star (Section 6.4), and supernovae (Section 6.5).

2. Stellar Interiors

In stellar interiors energy is transported by radiation and by convection, and in
degenerate stars by conduction. As LTE holds, photoionization processes have no direct
influence on the level populations (since the populations are determined by the Saha and
Boltzmann equations), but they do help to determine the temperature of the gas and they
do help to set the continuous radiation field that we observe. Due to the small mean-free-
path of photons, radiation transport is diffusive and in this regime a single quantity, the
Rosseland mean opacity, is required to describe the transport of radiative energy. At depth
in the star the radiation diffuses and the specific intensity (Iν) at frequency ν is given by

Iν = Bν −
µ

χν

dBν

dr
(3)

(e.g., [4]) where Bν is the Planck (i.e., blackbody) function given by

Bν =
2hν3

c2
1

exp(hν/kT)− 1
, (4)

χν is the opacity, and µ is the angle between the radius and the direction of radiation
propagation. The radiative flux is simply given by

Fν =
−4π

3χν

dBν

dr
. (5)

The negative sign in the expression for the flux arises because T, and hence Bν, decrease
with increasing r. Integrating over all frequencies yields a total radiative flux, F, given by

F = −16σ
T3

3χR

dT
dr

(6)
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where σ is the Stefan–Boltzmann constant and χR is the Rosseland mean opacity as defined by

1
χR

=

∫ ∞
0

1
χν

dBν/dT dν
∫ ∞

0 dBν/dT dν
. (7)

In stellar interiors the Rosseland mean opacity is a function of density, temperature,
and composition, and is primarily determined by the most abundant species, with H, He,
C, N, O, Ne, and Fe being the most crucial. As it is a harmonic mean it can be strongly
influenced by regions of low opacity. Thus, it is crucial to take into account all opacity
sources, particularly contributions in regions of otherwise low opacity. For a given species,
the opacity is determined by photo-ionization processes, bound–bound transitions, and
free–free processes. The required cross-sections are non-trivial to compute, especially for
Fe group elements (with a partial filled 3d shell). Fortunately, because it is a broad integral,
the Rosseland mean opacity is insensitive to small random errors (e.g., bound–bound
transitions slightly offset from their correct wavelength) in the atomic data.

The computation of the Rosseland mean opacity is further complicated by the need
to account for plasma effects—atoms/ions in a star are not isolated but experience a time-
varying electric field due to their neighbors. This broadens bound–bound transitions which
enhances the Rosseland mean opacity since the influence of the line is spread over a broader
band into regions which may have lower opacity. Further, the size of the atoms/ions
(and hence the number of levels) will be truncated since atoms/ions can only occupy a
finite volume. The latter can be thought of as a lowering of the ionization potential but
more rigorous approaches, for example, use probabilistic arguments [12,49]. An extensive
discussion of some of the issues related to plasma effects on the equation of state, and
additional references, are given by [50]. Extensive efforts have been made to provide LTE
opacity libraries for stellar astrophysics that take into account different physical effects
with varying degrees of fidelity. These include the Opacity Project [51], opacities computed
using the OPAL code (e.g., [52,53]), the OPAS code [54], and a suite of codes developed at
The Los Alamos National Laboratory [55].

3. Photoionization

The photoionization rate from a level l (in an arbitrary ion of arbitrary charge) can be
written as (

dnl
dt

)

PR
= −nl

∫ ∞

νo

(
4π

hν

)
σν Jνdν (8)

where nl is the population density of level l, σν is the frequency dependent photoionization
cross-section (units are cm2), νo the threshold frequency for ionization, h is Planck’s constant,
and Jν is the mean intensity (erg cm−2 s−1 Hz−1). Jν is defined by

Jν =
1

4π

∮
Iν dΩ (9)

where dΩ is an increment in solid angle. If the radiation field is Planckian and isotropic,

Jν = Iν = Bν . (10)

The photoionization cross-sections are generally obtained from numerical calculations
—it is not feasible to measure all the cross-sections in the laboratory. Rather, laboratory
measurements are used to test the accuracy of theoretical calculations. The accuracy of the
cross-section varies greatly being dependent on both assumptions used in the modeling
and on the complexity of the model atom. For example, it is much easier to compute atomic
data for atoms/ions with a partially filled p shell than it is for the lanthanides and actinides
which have a partially filled 4f or 5f shell, respectively (e.g., [56]). The lanthanides are
believed to be created in neutron–neutron star mergers and are an important opacity source
in the outburst spectra that result from such mergers [57–62].
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Typically in model atmosphere codes the rates (integrals) are evaluated using numeri-
cal quadrature. Thus (

dnl
dt

)

PR
= −nl ∑

i

(
4π

hνi

)
wiσi Ji (11)

where wi is the quadrature weight at frequency νi.
In a simple species such as hydrogen, the photoionization process is simply

H + hν→ H+ + e−.

In more electron-rich species the process is more complicated since there are multiple
photoionization routes. For example, there are two direct photoionization routes from
C III(2s 2p):

C III(2s 2p1 Po) + hν→ C IV(2s2S) + e− &

C III(2s 2p1 Po
) + hν→ C IV(2p2Po) + e− .

The first process occurs provided the photon energy exceeds the ionization energy of the
C III(2s 2p 1Po) state5. The second process occurs when the photon energy exceeds the
sum of the ionization energy and the difference in energy between the 2s and 2p states in
C IV. Of course, photons of sufficient energy may also ionize C2+ by ejecting an inner (1s)
electron—a process of great importance when X-rays are present.

There may also be multiple indirect photoionization routes such as:

C III(2p2 1D) + hν→ C III(2p4d1Fo)→ C IV(2s2S) + e− .

The above produces a relatively “narrow” resonance in the photoionization cross-section—
it is narrow since the photon has to have the right energy to excite one of the 2p electrons
into the 4d state (Figure 2). The energy of this state lies above the C IV ground state. The
last step in this process is referred to as autoionization.

Figure 2. Illustration of the photoionization cross-section (in megabarn, with 1 Mb= 10−18 cm2)
of C III 2p2 1D. Ionization to the C IV ground state occurs via autoionizing levels such as C III 2p
4d 1Fo. Shortward of ≈325 Å, photons have sufficient energy to ionize directly to C IV 2p 2Po. The
data were convolved with a Gaussian profile with a full width at half maximum of ∼ 600 km s−1(i.e.,
σ = 250.0 km s−1). The photoionization cross-sections for C III were computed by P. J. Storey (private
communication). In other photoionization cross-sections the resonances are often much narrower
than those shown here.

In LTE the final state arising from the photoionization process is irrelevant—only
the total opacity matters. In general, in nLTE, the final state matters, since each process
contributes to the population of a different state whose population needs to be determined
from first principles. In practice this is generally not a crucial concern for most spectral
modeling since the rates for processes connecting states within an ion are generally much
larger than the photoionization and recombination rates. However, there are cases where
the final-state-dependent cross-sections are important.
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As a first example, we again consider the C III / C IV system in WR stars6. In the
photosphere the strong C IV λλ1548, 1551 doublet (due to 1s2 2s–1s2 2p) is optically thick,
and hence the 1s2 2p state is strongly coupled to the 1s2 2s ground state through colli-
sional de-excitation and excitation (i.e., the 2p state is in LTE (computed using the local
electron temperature) with respect to the 2s state). Consequently we can treat all ion-
izations/recombinations as occurring to/from the C IV ground state. However, as the
density declines photon escape in the resonance line will lead to a decoupling of 1s2 2p
from the 1s2 2s state, in which case we should treat recombinations from the 1s2 2p state
separately from those occurring from the 1s2 2s state. Fortunately, because the 1s2 2p state
lies ≈ 8 eV above the ground state, recombinations from the 1s2 2p state are generally not
very important for the temperatures and densities appropriate to WR stars in the regime
important for spectrum formation. This may not be the case in other regimes, and for other
ions with states closer in energy to the ground state.

One crucial area where state-dependent photoionization cross-sections are important
is in X-ray fluorescence where the ejection of an inner shell electron leads to the ion being in
a highly excited state, and the emission of characteristic X-rays or the subsequent ejection of
one or more additional electrons (Auger ionization) (e.g., [68,69]). The subsequent decay of
these more highly charged ion gives rise to lines which can be detected and their strength
is dependent on the details of the autoionization processes that occurred after the inner
shell electron was ejected (e.g., [70–72]).

3.1. Inner Shell Ionization

Typically ionization from the inner shell of an ion (e.g., from the 1s2 shell in O I–O V)
is not very important for modeling stellar spectra, since very little flux will be emitted
at the relevant energies when the ionization stages are abundant. An exception occurs
when there is a significant source of X-rays, as can occur when a star has a corona or when
there is a compact object with an accretion disk. For massive stars, X-rays can arise in
shocks generated by a wind–wind collision in a binary system or in shocks generated from
instabilities in the driving of the wind by radiation pressure (e.g., [73–75]). For O stars, the
observed X-ray fluxes generated by these two processes are typically in the range of 10−5

to 10−8 L∗ (e.g., [76,77]).
With the discovery of X-ray emission from O stars it was realized that X-rays could

explain the presence of both O VI λλ1032, 1038 and N V λλ1238, 1243 P Cygni profiles7

in the UV spectra of O stars. An example P Cygni profile is shown in Figure 3. Since O
stars typically have effective temperatures of <∼ 40, 000 K, the photospheric radiation
field cannot produce sufficient O VI to explain the observed O VI profile. However, X-rays,
through Auger ionization, can produce sufficient O VI [78]. In the case of O VI, the crucial
reaction is:

O IV(1s2 2s2 2p)+ X-ray→ O V(1s 2s2 2p) + e− → O VI(1s2 2s) + 2e− .

Typically two electrons are ejected (i.e, one by interaction with the photon and one
by the Auger process) in Auger ionization for CNO elements but for heavier elements
more than two electrons can be ejected (e.g., [68]). In CMFGEN we assume all inner-shell
ionizations only eject two electrons and the intermediate states are omitted.8 Many studies
have shown that inner shell ionization of X-rays can successfully explain the presence of
O VI and N V in O stars (e.g., [79,80]). Auger ionization complicates the kinetic equations
since more than two ionization stages are directly coupled.
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Figure 3. The C IV λλ1548.2, 1550.8 P Cygni profile in the O4 I(n)fp star Zeta Puppis. The x-axis
was computed using v = c(λ/λo − 1.0) where λo = 1548.187. The spectrum has been normalized
by the continuum spectrum (Fc)—i.e., a smooth curve drawn through spectral regions showing no
evidence for bound–bound absorption or emission. Strong blue shifted absorption is seen, indicating
an outflowing stellar wind with a terminal velocity (V∞) in excess of 2600 km s−1. The redshifted
emission primarily arises from continuum photons that were emitted in other directions, absorbed by
C IV, and subsequently scattered to the observer. The two narrow absorptions near 0 and 500 km s−1

are due to absorption by C IV in the interstellar medium.

4. Recombination

The recombination rate is given by

(
dnl
dt

)

RR
= nK

(
nl
nK

)∗ ∫ ∞

νo

(
4π

hν

)
σν

(
2hν3

c2 + Jν

)
exp(−hν/kT)dν (12)

(e.g., [4]) where the subscript K refers to the recombining ion and the LTE population is
computed using the actual electron density. The quantity (nl/nK)

∗ (for a given level) is
only a function of the electron density and temperature. When the gas is in LTE, and when
Jν = Bν, the photoionization and recombination rates (absolute values) are identical.

In my work I treat recombination as the reverse process of photoionization and hence
in CMFGEN recombination rates are computed using the photoionization cross-sections.
As noted earlier, rates are evaluated using numerical quadrature, and identical weights
are used for both the forward and reverse process. At high densities it is desirable to
treat both processes identically since small differences can cause erroneous populations
to be determined when solving the kinetic equations. At depth, where LTE conditions
apply, it is important that they identically cancel. Generally the weights are evaluated
using the trapezoidal rule—more accurate quadrature schemes are generally not feasible
because of the complex frequency dependence (and depth dependence) of the radiation
field, and because the same quadrature scheme must be used to compute the rates for both
photoionization and recombination. Care must be taken near bound-free edges, since the
integrand in the recombination rate can vary rapidly with frequency—especially true for
highly ionized states at low temperatures since the recombination rate at frequency ν scales
as exp[−h(ν− νo)/kT].

For low densities, such as those found in H II regions, planetary nebulae, and many
collisionally ionized plasmas, recombination rates are often evaluated separately, and
treated as a distinct process. At “low” densities most transitions are optically thin, and
recombination into high states simply cascade into the ground state and metastable levels.
In a H II region, for example, the ionization of H is maintained through photoionizations
from the ground state and photoionizations from excited states can be ignored. However
transitions to the ground state can be optically thick. Consequently two limiting cases
are considered when computing H line strengths—Case A, in which all transitions are
assumed to be optically thin, and Case B, in which only the Lyman transitions are optically
thick (e.g., [25]). Under the optically thick assumption the rate of decays in a transition is
assumed to be exactly balanced by the rate of radiative excitations in the transition.
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4.1. Direct Radiative Recombination

This process is taken to refer to simple recombination processes such as

H+ + e−→ H(nl) + hν and

C IV(2s 2S) + e−→ C III(2s nl) + hν .

In the above n and l refer to the principal and angular momentum quantum numbers of
the electron.

The cross-sections for the processes are “smooth” and easily integrated. However,
state-of-the-art photoionization cross-sections, such as those available through TOPbase
and NORAD, often include indirect photoionization routes or resonances. When discussing
the reverse process it is often convenient to split the resonances into two classes—low tem-
perature dielectronic recombination (LTDR) resonances and high temperature dielectronic
recombination (HTDR) resonances.

4.2. Low Temperature Dielectronic Recombination (LTDR)

LTDR refers to recombination through double-excited states that lie close to, but above,
the ionization energy of the ion ground state [81,82]. It is treated separately from HTDR
since it is very species/ionization state specific—the energy levels involved in LTDR need
to be known accurately since the distance of these states from the ionization limit is a crucial
factor in determining the recombination rate. Dielectronic recombination is the inverse
process of autoionization.

We can understand the LTDR process as follows by using an example. Consider the
C III 2p 4f 1D state (Figure 4) which can autoionize (the inverse process to dielectronic
recombination) to give C IV and a free electron. For this state the autoionization rate coeffi-
cient is large (>1013 s−1).9 However, the level can also undergo a “stabilizing transition”,
leading to a recombination, with the most important stabilizing transition being

2p 4d 1Fo → 2p2 1D + hν .

The Einstein A coefficient for this process (Aul) is ∼ 6.2× 109 s−1 (P. J. Storey, private com-
munication), much lower than the autoionization probability. Consequently the 2p 4f 1Fo

state will be in LTE with respect to C IV and hence the LTDR recombination rate for this
single transition is n∗u Aul where n∗u (in cgs units) is given by

n∗u =
2.07× 10−16

T3/2
gu

gCIV
NeNCIV exp (−ψl/kT) (13)

(e.g., [4]). In the above formula gu is the statistical weight for the 2p 4d 1Fo state, gCIV
is the statistical weight of the C IV ground state (2s 2S), Ne is the electron density, NCIV
is the ground state population of C IV, and ψl is the energy of the 2p 4d1Fo state above
the ground state of C IV. At 104 K that single transition leads to a LTDR recombination
coefficient (defined as the (LTDR rate)/Ne/NCIV) of 3.1× 10−12 cm3 s−1 (P. J. Storey, pri-
vate communication) which is essentially identical to the direct recombination rate of
3.2× 10−12 cm3 s−1 [83].

Thus, we see the following:

1. The LTDR rate is very sensitive to ψ when ψl/kT is of order unity or larger.
2. When ψl/kT << 1, the LTDR recombination rate scales as T−3/2 and thus increases

more quickly with decreasing temperature than the radiative recombination rate,
which typically scales as T−α with α ∼ 0.7. (see, e.g., [83]).

3. The LTDR process will be most important for those states with a large Einstein A
coefficient and for those states lying closest to, but above, the ion ground state.

4. The process is very dependent on the details of the atomic structure. In the above case,
the energy of the 2p 4d 1Fo state is crucial for determining the LTDR rate. As the LTDR
autoionizing states lie well above the C III ground state, and can have large energy
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widths, the energies of the states are not necessarily known. Theoretical calculations
can provide estimates, but will have difficulties for states that lie ”very close” to the
ionization limit since a small error in the energy level can make a big difference in the
recombination rate, particularly at low temperatures.

2s nl 1L

2p nl 1L’

2s 2p 1Po

2s2 1S

2p2 1P
2p2 1D

2s 2S

2p 2Po

Energy

2p 4d 1Fo

Figure 4. Simplified pseudo-Grotrian diagram for C III and C IV to help illustrate LTDR and HTDR.
Five bound C III levels are shown in black and two C IV levels are shown in red. Example HTDR
autoionizing levels (e.g., 2p 50p, 2p 50d, etc.) that converge on the C IV 2p 2Po state are shown in
blue. One of the most important LTDR autoionizing levels is shown in orange—it has been moved up
slightly in energy to separate it more clearly from the C IV ground state—the horizontal dashed red
line is used to indicate the energy of the C IV ground state. The blue line shows a HTDR transition,
which has a wavelength approximately equal to that of the C IV resonance transitions (1548, 1551 Å),
while the dashed orange line shows a LTDR transition (at ∼412 Å). Triplet levels also experience both
LTDR and HTDR.

The LTDR rate can exceed the direct recombination rate, and in many cases plays a cru-
cial role in determining nLTE level populations, and observed line strengths
(e.g., [81,82,84]).

The LTDR process is complicated by states that are forbidden to autoionize in LS
coupling, such as the 2p 4d 3Do state in C III or the quartet states in C II. In such cases the
populations of these levels must be determined by solving the rate equations. These levels
will be collisionally and radiatively coupled to states that can autoionize and, because of
departures from LS coupling, they can also have non-zero autoionization rates which are
larger than the radiative decay routes from the state. Thus, these levels can be an important
additional recombination channel.

In CMFGEN we handle the quartet states in C II as part of our atomic models while the
doublet autoionizing states are assumed to be in LTE with respect to the ground state of
C III and are not directly treated. Recombination through the quartet states is treated via
the line transitions connecting them to lower levels, while transitions for the autoionizing
states are treated via the photoionization cross-sections. Generally we assume the states
within a term are populated according to their statistical weights, although this will not
be valid for some levels since the autoionizing rates can depend strongly on their total
angular momentum. For example, the autoionizing probabilities for the C II 2s 2p(3Po)
4s 4Po j = 1/2, 3/2, and 5/2 states are 5.3× 109, 1.3× 1010, and <3 s−1. These were obtained
from the full width at half maximum tabulated by [84]. One issue, potentially important at
high densities, is that we do not have accurate collisional cross-sections for the states not
permitted to autoionize in LS coupling.

For C III we typically assume, following [82], that all low lying states can autoionize.
LTDR is easily taken into account via the photoionization cross-sections; however, the
assumption is only necessarily valid for those states in which the autoionization rates
(greatly) exceed other processes populating/depopulating the autoionizing state.

A potential problem in nLTE calculations is that, due to difficulties of current atomic
codes to compute accurate energies, the resonances in the photoionization cross-sections
are offset from their true positions. Such offsets are probably unimportant when computing
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the Rosseland mean opacity, but can be important for spectral studies. First, an inaccurate
energy will influence the location of observable resonances in stellar spectra. Second, it can
have an effect at “low” temperatures due to the scaling of the LTDR rate with temperature
(exp(−ψ/kT)/T3/2). Third, complicated nLTE effects could arise. For example, a wrong
resonance wavelength can potentially cause issues if a strong resonance coincides (or now
does not coincide) with another bound–bound transition (since a strong resonance can
affect the radiation field in the transition and vice versa).

The direct inclusion of resonances in photoionization cross-sections also has other
potential issues. First, the resonances vary much more rapidly than the background cross-
section and hence a very fine frequency grid needs to be used—this is particularly true for
narrow resonances. For computational expedience, we typically sample the continuum
cross-sections in CMFGEN every 500 km s−1 (but finer near level edges). To avoid aliasing10

we smooth the cross-sections. In early versions of the atomic data the cross-sections were
smoothed to a resolution of 3000 km s−1 but in new data sets we no longer store the
smoothed cross-sections. Instead, newer cross-sections can be smoothed to the desired
resolution, set by a control parameter, when they are read in.

Second, a narrow resonance can mean that the autoionization lifetime of the upper
level may be comparable to, or even larger than, radiative transitions from the same level.
As a consequence the upper level may not be in LTE with respect to the ion and hence
the photoionization cross-section should not be used to compute the recombination rate.
When identified, such a resonance should be clipped out and the upper levels treated as a
bound state.

Third, photoionization cross-sections are usually computed in LS coupling. This
means, for example, that the multiplet structure of the resonances is not treated—a problem
more crucial when the resonances are “narrow”.

4.3. High Temperature Dielectronic Recombination (HTDR)

HTDR involves high Rydberg states [85,86] and it is very difficult to treat accu-
rately in stellar atmosphere codes. The easiest way to visualize HTDR is to discuss a
specific example.

Consider for example C III whose ground state is 2s2 1S where we have omitted the
complete inner shell for simplicity. The states contributing to HTDR are the Rydberg
states of the form 2p nl that converge on the C IV state 2p 2Po (Figure 4). Such states
can autoionize to give C IV 2s 2S or the 2p electron can radiatively decay giving rise to
C III 2s nl. At “low” densities the nl electron will decay to a lower level, producing a
“real” recombination. Since the autoionization rates decay slowly with n, and since the 2p
→ 2s transition probability is approximately constant, high n values (e.g., up to n = 100)
determine the net recombination rates. Such levels are not typically included in nLTE
calculations. The process is further complicated because the autoionizing rates strongly
depend on the angular momentum—low “l” states have much higher autoionization
probabilities than do higher angular-momentum states [85,87].

At low densities the HTDR recombination will scale roughly as exp(−E/kT)/T3/2

where E is the energy of the 2s-2p transition in C IV. Since the energy of the 2s-2p transition
is well known, and since the energy of the high Rydberg states is easily approximated,
the accuracy of the energy levels is not a crucial factor determining HTDR rates. For
some species, several Rydberg series may contribute to the HTDR rate, yielding a more
complicated temperature dependence than the simple expression provided above.

In Figure 5, the different recombination coefficients for C III are plotted. The radiative
recombination rate and the HTDR rate are from [83], while the LTDR rate is from [81].
The crucial importance of dielectronic recombination for C III is clearly demonstrated by
this figure.
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Figure 5. Comparison of the recombination coefficients for normal radiative recombination, for
LTDR and for HTDR for recombination from C3+ to C2+. Only at low temperatures (.1000 K) does
radiative recombination dominate. Above this temperature LTDR dominates until a temperature of
∼17,000 K, at which time HTDR becomes the dominant recombination mechanism.

5. Suppression of Dielectronic Recombination
5.1. Collisional Processes

The classic HTDR formula only applies at low densities. As the density rises, collisional
ionization by electrons can significantly suppress HTDR. This has been explicitly considered
for HTDR of C3+ to C2+ (i.e., C IV to C III) by [88,89]. The authors of [89] found suppression
factors of ∼0.7 at 104, 0.4 at 106, 0.2 at 108, and 0.1 at 1010 cm−3 (these data were read from
Figure 1 in [90]). The reduction in the HTDR rate arises because the stabilizing transition
(2p-2s in the case of C III) from the autoionizing states leaves the electron in a high nl
state. As the electrons cascade down to lower nl states, they can be collisionally ionized
by electrons.

5.2. The Importance of the Radiation Field

The radiation field is typically regarded as unimportant in the dielectronic process,
but in stellar atmospheres and winds, the process could effectively suppress recombination,
as illustrated below. In principle, there are two suppression routes. The radiation field
can directly suppress the stabilizing transition or the radiation field can directly ionize
an electron out of the high nl state which the stabilizing transitions have left the ion in.
The latter is similar to collisional suppression, except it is the radiation field, rather than
collisions with electrons, which is reionizing the atom/ion.

For simplicity we treat the resonance as a line transition between two bound states,
with the upper level being the autoionizing level. The net recombination rate will be
given by

NR = nu Aul(1− J̄/Slu) (14)

where J̄ is the mean intensity in the line and is given by

J̄ =
∫ ∞

0
φ(ν) Jν dν , (15)

φ(ν) is the line absorption/emission profile (which, in general, is determined by the finite
lifetimes of the levels involved in the transitions, thermal motions of the atoms, and the
interaction of the radiating atom/ion with its neighbors (see [4], Chapter 9)) and Slu is the
line source function given by

Slu =
2hν

c2

(
nu/gu

nl/gl − nu/gu

)
. (16)
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In LTE nu = (gu/gl)nl exp(−hν/kT) and hence Slu simplifies to the Planck function. As
is readily apparent the net rate does not directly depend on the optical depth—such a
dependence only occurs indirectly through the dependence of J̄ on the optical depth.

In nebula conditions J̄/Slu is typically << 1 (since the nebula is very distant from the
star the radiation field is greatly diluted) and the contribution to the recombination rate by
this single transition is simply nu Aul . When the rates are summed over all resonances you
recover the LTDR/HDTR recombination rate. However, such a rate is typically an upper
limit since the radiation field can reduce this rate.

At depth in a stellar atmosphere J̄ ≡ Slu ≡ Bν, and thus the net LTDR and HTDR
rates are identically zero—that is, every downward transition in the stabilizing transition
is balanced by an upward transition. However, above the atmosphere the temperature
of the radiation field and the electrons are not the same. Typically J̄ will fall below Slu;
however, in a wind J̄ can be greater than Slu in some transitions. In Figure 6 we show the
mean intensity (in the comoving frame) and the blackbody mean intensity at a temperature
of 1.6× 104 K and a density of ∼1011 electrons cm−3—roughly 50% of the emission in the
line referred to as C III λ2297 originates above that density. From that figure we see that
the radiation field at the wavelength of the C IV resonance transition, and at/near the
stabilizing transition, is close to a blackbody at the local electron temperature. Thus, the
radiation can act to suppress HTDR.

In Figure 7, we show the recombination and photoionization rates for n = 26 through
30 singlet states of C III (treated as a single level) for a test calculation in which we included
HTDR transitions for levels up to n = 30, and with no suppression of the recombination rate
with the angular orbital quantum number. The resulting model spectrum is almost identical
to the spectrum computed without HTDR—a consequence of the low temperatures in the
C III line-formation region and the suppression of HTDR via the radiation field in the
stabilizing transition. This result is model dependent—in practice the importance of HTDR
needs to be examined on a case-by-case basis.

Figure 6. Comparison of the mean intensity (in the comoving frame, red curve) and the blackbody
mean intensity (green dashed curve) at a temperature of 1.6× 104 K and a density of ∼1011 electrons
cm−3—roughly 50% of the emission in C III λ2297 originates above that density. At this density
the C IV 2s and 2p states are collisionally coupled and as a result the radiation field near the wave-
lengths of the C IV transitions at 1548, 1551 Å is also close to that of a blackbody. The blue curve is
similar to the red curve except that we used a Voigt profile for the line absorption/emission profile
(see Equation (15)), rather than the simple Doppler profile (see [4]) which is generally used when
computing the atmospheric structure and level populations. The use of a Voigt profile is crucial for
explaining the observed profile of the C IV resonance doublet at 1548, 1551 Å in WC stars [91].

The influence of the radiation field is not an issue if the resonance is included as part
of the photoionization cross-section as the influence of the radiation field is automatically
taken into account. It is also not an issue for “autoionizing” states treated as bound levels,
since the radiation field is again taken into account. However, it is a potential issue if
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the LTDR or HTDR rate is included as a separate process, and the inverse process is
not included.

Figure 7. Illustration of the photoionization and recombination rates to/from a combined level
(n = 26, . . . , 30; singlet levels only) in C III. The solid curves show the rates with HTDR included, while
the dashed curves show the rates without HTDR included. At most densities the recombination and
photoionization rates agree closely in the model with HTDR. In such regions the influence of HTDR
on the ionization structure is suppressed. Towards the outer boundary the HTDR recombination rate
converges to that of a model without HTDR due to the decrease in electron temperature.

6. Astrophysical Examples

Below we discuss some examples of where photoionization data is crucial. It is
unrealistic to discuss all cases, since photoionization data is crucial in any photoionized
plasma and is crucial for nLTE analyses. For some plasmas, in which collisional processes
dominate, photoionization is less important but the inverse process (recombination) is
still critical.

6.1. Recombination Processes

The importance of photoionization/recombination processes depends critically on
the application. Here we discuss photoionized plasmas and gradually work our way up
in density.

In ionized nebulae and H II regions H and He lines are produced by recombination,
while the ionization is typically maintained via ionizations from the ground state. The
strongest metal lines (i.e., those not due to H and He), such as O III and N II, typically arise
via collisional excitation from the ground state. Metal recombination lines are much weaker,
simply because the metal abundances are typically a factor of 103 (or more) lower than
that of H. Some other lines are produced by line fluorescence, where the radiation field
in a bound–bound transition in one species gives rise to line emission in another species
(the Bowen mechanism). For example, some O III lines in planetary nebulae (gaseous
nebulae surrounding stars with effective temperatures in excess of 30,000 K) are produced
by the chance overlap of an O III line with He II Lyα [25,92]. With high signal-to-noise
spectra metal recombination lines are seen (e.g., [93,94]) and for most lines their strength is
effectively set by optically thin recombination (radiative and dielectronic) theory.

As the density increases, processes become increasingly complex. More transitions
become optically thick, affecting the cascade process and hence line strengths. Collisional
coupling between the levels also becomes more important. If the radiation field is not
too diluted, photoionization from excited states also becomes increasingly important. For
example, in O and WR stars, the ionization of He+ to He++ occurs predominantly from
the n = 2 state whose population is maintained via the intense radiation field in Lyα [95].
Similarly, the ionization of C IV is maintained from the n = 3 levels.

As the density further increases, lines become thicker and photoionization/recombination
can become more important since continuous processes at many wavelengths remain
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optically thin. In hot stars the departure coefficients (=n/n∗) for H and He II levels typically
rise above the photosphere. Bound–bound transitions are optically thick, preventing
cascades. The radiation is diluted, hence recombinations into a level typically exceed
photoionizations from that level. Eventually, however, photon escape in lines becomes
important and the departure coefficients decrease. However, one must be careful with
generalizations—at some wavelengths (particularly in the Wien regime of the blackbody
curve) the rapid fall of the electron temperature with height above the photosphere means
that the energy density in the radiation field may initially exceed the radiation energy
density predicted by the blackbody formula for the local electron temperature.

Bound–bound processes are crucial for determining line strengths. However, it is
ultimately photoionization and recombination that determines the ionization state. In some
cases, charge exchange processes are crucial [96,97]. Particularly important are charge
exchange process of neutral H with, for example, Fe2+ and O+. The reaction

O+ + H
 O + H+

is resonant, has a total rate coefficient of order 10−9 cm3 s−1 [98], and is crucial for determin-
ing the O+/O ratio in regions where the neutral hydrogen fraction exceeds roughly 10−3.

6.2. The Sun

For the Sun, our nearest star, we can determine its structure in two ways. First, we can
use the observed Solar parameters (M, L, R∗, abundances) to construct a theoretical model
of the Sun. Second, we can use helioseismology observations to constrain the internal
structure11. Unfortunately, the structure determined from theoretical models and that
determined from the helioseismology observations are inconsistent. They can be reconciled
if the adopted opacities (for the relevant temperatures) are too low. This could arise if the
adopted O abundance is too low or alternatively it could arise from inaccuracies in the
opacities (i.e., inaccuracies in the photoionization cross-sections, oscillator strengths, etc).
The resolution of the problem is still unclear [50,99,100].

6.3. O, WR, and LBV Stars

O stars are the most luminous hydrogen-core burning stars known. They have masses
in the range 30 to ∼100 M�and luminosities typically greater than 105 L�. Due to nuclear
processing H is being converted to He in the core. At the same time most of the C and O
initially present have been converted to N. Mass loss, and mixing, then operate to reveal
this nuclear process at the stellar surface. During later evolution stages He is converted to
C and O, and mass loss can also reveal this material at the stellar surface.

All massive stars are losing mass in a stellar wind. In O stars and their descendants
(e.g., LBVs, WR stars) the winds are driven by radiation pressure. Due to their high
luminosities the stars are close to the Eddington limit12. Consequently, it is relatively easy
for radiation pressure acting through bound–bound transitions to drive material off the
surface of the star via a stellar wind. Due to instabilities in the line driving, it is believed
that the winds are highly clumped (e.g., [73–75]). Additional evidence for clumping comes
from variability studies (e.g., [101,102]), from the anomalously low strength of some UV
resonance transitions relative to the level of Hα emission (e.g., [33–35]), and the weakness
of electron scattering wings associated with strong emission lines in P Cygni stars and WR
stars13 [103,104].

The wind density in massive stars varies considerably. For main sequence O stars
the winds are relatively weak and only affect a few spectral features. Their photosphere is
geometrically thin (i.e., <<radius of the star) and, in principle, can be modeled using plane-
parallel model atmospheres (i.e., the curvature of the star’s atmosphere can be ignored),
although the wind may still have an influence at some wavelengths. As the stars evolve,
the wind density tends to arise and become increasingly important, and the use of a plane-
parallel atmosphere is no longer valid. Indeed, in WR stars, the wind is so dense that
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spectrum formation occurs in the stellar wind and nLTE spherical models that treat the
wind are essential.

6.3.1. N III and N IV lines in Of and WN stars

Of stars are evolved O stars that show emission in N III and He II λ4686 [105,106]. First
computations of model atmospheres suggested that the N III lines are driven into emission
by LTDR [107]. However, more recent work that includes line blanketing (by lines of iron
group elements) and winds reduces the importance of dielectronic recombination, and
continuum fluorescence acting through UV resonance transitions plays a crucial role [108].14

WN stars, which are a type of WR star, are evolved O stars which show abundances
which have been influenced by the CNO nuclear burning cycle—H is depleted (in many it
is absent), He is enhanced, and much of the C and O has been converted to N. In a WN star
such as HD 50896, several N IV lines are seen. The formation of these lines is complex, but
typically their strength is determined by a combination of dielectronic recombination and
continuum fluorescence [110]; while the models used by [110] did not include iron group
elements, more recent models with iron-group elements confirm the importance of LTDR
for WN stars. In Figure 8, we illustrate the influence of LTDR on several N IV emission
lines for a model appropriate to an early-type WN star (such as HD 50896).

Figure 8. Illustration of the influence of LTDR on the strength of several N IV emission lines. The
model in red is the full calculation, while for the blue spectrum we omitted LTDR transitions in the
calculation of the nLTE populations. A N IV transition at 1718 Å is also influenced by LTDR. For
these calculations we used smooth N IV photoionization cross-sections and the LTDR data of [81,82].
Calculations using the opacity photoionization cross-sections of [111], that were obtained from [22],
yield a spectrum very similar to that shown in red. The model has a luminosity of 3× 105 L�, a radius
(at a Rosseland optical depth of 2/3) of 2.9 R�, an effective temperature of ∼78,000 K, a mass-loss rate
of Ṁ = 1.5× 10−5 M� yr−1, and a volume filling factor (which characterizes the degree of clumping
in the wind) of 0.1.

6.3.2. Carbon in WC stars

WC stars are the evolved descendants of WN stars. Due to extensive mass loss, and
nuclear processing in the interior of the star, their atmospheres are devoid of H, and are
primarily composed of He, C and O (with similar mass fractions). Due to their dense stellar
winds, and high C and O abundance, emission lines of He, C, and O dominate the spectrum.
In the optical region, most of these arise from recombination, although optical depth effects
greatly complicate line formation [91].

Below we discuss the spectrum of the WC4-type star, BAT99-9, which has recently
been discussed by [37]. In most ways its spectrum, and parameters, are typical of other
WC4 stars in the Large Magellanic Cloud (LMC). However, it does differ in one important
aspect—it still exhibits one N V and two N IV emission lines. Nitrogen is expected to
disappear rapidly as a star transitions from WN to WC because N in the interior of the star
is converted to 22Ne.
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The electron temperature structure and wind velocity of a model for the LMC WC4
star, BAT99-9, is shown in Figure 9. The non-Planckian nature of the radiation field at two
depths in the wind is illustrated in Figure 10.

Figure 9. Illustration of the electron temperature (blue) and velocity structure (red) in the model for
the WC4-type star, BAT99-9. The model has log L/L� = 5.48, an effective temperature of 84,000 K,
and a mass-loss rate of 1.4× 10−5 M� yr−1.

Figure 10. An illustration of the radiation field in a WC4 star at a depth where V(r) = 0.67× V∞

(Ne = 1.7× 1013 cm−3) (top panel) and at a depth V(r) = 0.934×V∞ (Ne = 1.2× 1011 cm−3) (lower
panel). Shown also is the blackbody spectrum at the local electron temperatures (Te = 4.90× 104 K
and Te = 1.61× 104 K). In the top panel (where V(r) = 0.67×V∞) we also illustrate the blackbody
spectrum at the effective temperature (Te = 8.19× 104 K) that has been normalized to match the
model spectrum at 5.0µm. As readily apparent, the local radiation field is very different from that
defined by the blackbody at the local electron temperature or that defined by the effective temperature.
Consequently, and because of the low electron densities, the ionization state of the gas, and the level
populations, are far from their LTE values. Due to the strong departures from LTE accurate atomic
data is crucial for determining the state of the gas and hence for predicting the stellar spectrum.

A characteristic of WC stars is the stratified ionization structure—as we move farther
out in the wind the ionization decreases. The complex ionization structure for C and O is
illustrated in Figure 11. Because of stratified ionization structure many different species
need to be included to model the spectrum. In BAT99-9 we see emission from four stages of
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O (O III through O VI). To understand driving at the base of the wind additional ionization
stages are needed—in some models we include Fe IV through Fe XVII.

Figure 11. Illustration of the stratified ionization structure in the WC4 star, BAT99-9. On the top axis
we show the Rosseland optical depth (left plot) and the electron density in units of electrons per cm3

(right plot). The top scales are not linear. As we move out in the wind, the ionization decreases. This
variation is verified by the emission profile line widths—O VI lines are narrower than O III lines.

The stratified ionization structure is a consequence of several factors. First, the winds
of WR stars are not transparent. For example, the He II Lyman continuum (shortward
of 228 Å) is optically thick. Further, the transparency is a strong function of wavelength.
Second, as we move out in the wind the radiation field becomes diluted. Third, the intense
radiation field in some spectra bands can pump low lying levels. Because of this, and
because of the high densities which reduce cascades, ionizations from excited states can
play an important role in determining the ionization state of the gas.

In Figure 12 we illustrate the photoionization rate, normalized by the total recombi-
nation rate to all (included) levels. The normalization was primarily chosen to emphasize
the important process in the line formation region. In the inner regions of these dense
winds photoionizations and recombinations to each level will be in detailed balance. As we
move out in the wind the photoionization from most levels will decrease due to dilution of
the radiation, although for some levels the photoionization and recombination rates may
maintain equality if the continua are optically thick. For C III we see that three levels, in
order of importance, control the ionization—2s 2p 3Po, 2s2 1S, and 2s 2p 1Po. On the other
hand, for C IV it is the n = 3 levels (3s, 3p, and 3d) that help to determine the C IV/C V

ionization ration. The ionization eventually shifts because the radiation is becoming diluted
(as 1/r2) and the populations of the n= 3 levels are also declining. One reason for the
difference in behavior of C III and C IV is there is often a rapid decline in the strength of
the radiation field shortward of ∼228 Å.

The presence of multiple ionization stages in the wind results in emission from mul-
tiple ionization stages. For example, in the case of BAT99-9 we see emission from two
ionization stages of carbon (C III & C IV)15 and four ionization stages of oxygen (O III

through O VI) with the characteristic line width (after allowance for blending and for the
formation mechanism) decreasing as the ionization increases. The origin of one O and two
C lines is shown in Figure 13—it shows that a given emission line originates over a range
of radii and that lower ionization features form farther out in the wind.
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Figure 12. Illustration of the model photoionization rates for the WC4 star, BAT99-9. For illustration
purposes, the rates for the 3l states have been combined in the right plot.

Figure 13. Illustration of where O VI λ3811, C IV λ5471, and C III λ2297 originate in the wind.∫
ζ d ln r is proportional to the emission. High excitation lines originate in the inner denser wind,

while lower excitation lines originate in the outer wind.

6.4. C II in [WC] Stars

The LMC star J060819.93-715737.4 (hereafter J0608) has an exquisite C II spectrum—
over 150 lines can be identified in the optical [112,113]. It is classified as a [WC11] star
with the [] denoting that it is associated with a low mass star (<a fewM�) rather than
the product of the evolution of a massive star.16 The star is probably devoid of H (the
observed spectrum exhibits H emission but these probably arise in circumstellar material
and not in the stellar wind) and the C abundance is substantially enhanced (atmospheric
mass fractions of He and C are approximately 0.4 and 0.6, respectively); while the rich C II

spectrum is predominately produced by recombination, it cannot be explained by classical
optically thin cascades—optical depth effects play a crucial role in determining the relative
C II line strengths.

The spectrum of J0608 is similar to the [WC11] star CPD–56o 8032 whose spectrum has
been extensively discussed and analyzed [114–117]. Those studies show the importance of
LTDR in producing the spectrum and identify several optical lines that arise from autoion-
izing levels. The spectrum of J0608 has slightly lower ionization than CPD–56o 8032 and
has a lower terminal wind speed, and as a consequence provides a more ideal object by
which to explore the C II spectrum.

A small section of the rich C II spectrum is shown in Figure 14. The authors of [113]
argue that some of the lines are formed via fluorescence processes, but our own modeling
suggests that the spectrum can be explained by allowing for the optical depth effects and
by allowing for a transition from ionized to neutral carbon in the outer wind. The latter
truncates the emission of the strongest C III lines.
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Figure 14. A small section of the spectrum of the WC 11 star J0608 (blue) which was obtained
by Nidia Morrell (private communication). A model fit (in red) is shown and model lines are
identified. The broad feature near 5115 Å (the first unidentified feature) is due to a resonance in the
C II free–free (i.e., Bremsstrahlung) cross-section. It arises from the 2s 2p(3Po)3d 2Po − 2s 2p(3Po)4f 2D
transition [117–119]. Both these states are autoionizing.

In Figure 14, we also show a free–free resonance (λ∼ 5115 Å) previously identified in
CPD–56o 8032 [117]. The observations were obtained with a resolution of ≈ 7 km s−1and
hence the line is resolved. In CMFGEN the resonance is treated as a free–free resonance since
both levels involved in the transition are autoionizing (with A∼1011 s−1; [117]). In the case
of this free–free resonance it was trivial to omit it from a “continuum” calculation. The latter
is needed so we can rectify the spectrum (i.e., normalize the continuum to unity). However,
this is not the case for bound-free resonances that appear in the photoionization cross-
sections. Such resonances can appear in the computed continuum, distorting an otherwise
smooth spectrum. These resonances riddle the UV continuum spectrum. However, in
practice they are difficult to discern because of the rich forest of bound–bound transitions
which mask the continuum spectrum.

6.5. Supernovae

Supernovae are fascinating objects. They represent the end points of evolution for
many stars and are an important source of metals (astronomical jargon for all elements more
massive than He) in the Universe. Broadly speaking there are two classes of supernovae
—those arising from the core collapse of a massive star (e.g., [120]) and those arising from
the thermonuclear detonation of a white dwarf (WD) star (a compact object of stellar origin
with a mass less than ∼1.4 M� that is supported by electron-degeneracy pressure). The
latter class is designated as a Type Ia SN and, while we know that it involves a WD, we do
not know in what type of binary system the explosion occurs.

An extensive discussion of the possible progenitors of Type Ia SNe is given by [121].
Type Ia SN could arise when the WD accretes hydrogen-rich material from a “normal” star
(e.g., a red supergiant or a main sequence star). As a WD accretes mass its radius shrinks
(assuming it does not eject the accreted mass via a surface explosion in an event called a
nova, which is believed to occur in many systems). As it approaches the Chandrasekhar
mass of 1.414 M� (the upper mass limit or a WD star) it will undergo a thermonuclear
explosion. Another possibility is that the WD star accretes He rich material from a WD
companion. This material undergoes a surface thermonuclear explosion which triggers
an inward propagating shock that triggers the detonation of the accreting WD. A third
possibility involves collisions and mergers of two WD stars. In the first scenario the
exploding WD has a mass of 1.4 M�, while in the other two cases the mass of the exploding
WD is (typically) less than 1.4 M�. The different scenarios predict different chemical
compositions for the ejecta and thus determining the chemical composition of the ejecta
offers a potential means of determining the nature of exploding WD.
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At late times (say 200 days) the spectra of Type Ia supernovae ejecta are dominated
by emission lines of Fe, although lines due to Ni, Ca, and S are also present. One issue
with current models of the ejecta is that they fail to yield an iron spectrum in agreement
with observation (e.g., [45,122]). Basically, the Fe II lines are too weak relative to Fe III

(Figure 15) and this limits our ability to interpret ejecta observations. Is the issue related
to a problem in the ejecta explosion models, is it due to the ejecta being clumped (which
enhances recombination and hence lowers the ionization), is it due to issues with the iron
atomic data, is it due to problems treating the thermalization of high-energy electrons [122],
or are we missing additional physics? Unfortunately in these systems the iron atomic data
is of crucial importance, since Fe II/ Fe III is of order unity and the lines of both species
probably form in the same region. Thus, a factor of 2 error in the Fe II recombination
rate will make a factor of 2 error in the Fe II/ Fe III ionization fraction and will change
the relative line strengths (which are produced via collisional excitations) by a factor of 2.
Fortunately, for Fe II and Fe III, HTDR is unimportant at the relevant temperatures, as can
be gleaned from the rates provided by [123]. Nebular spectra of Type Ia SNe 2223

Figure 1. Comparison of SUB1 and CHAN models to SN2011fe. Flux values for SN2011fe have been scaled by 4.225 × 107 to account for models at 1 kpc.
Then, all flux values were scaled by the same value that is of order unity. Data from SN2011fe are shown in brown and are 204.5 d post B-band maximum. The
two most striking discrepancies between the models and observations are as follows: (i) the [Fe III] lines are too strong relative to the [Fe II] lines (especially
in the unclumped models), and (ii) the overprediction of the [Ca II] doublet near 7300 Å (especially in model CHAN). The data were taken from the CfA
Supernova Archive and collected from Yaron & Gal-Yam (2012) and Mazzali et al. (2015).

we discuss the effects on iron features, nickel features, and IMEs,
respectively. Finally, we summarize our work in Section 4.

2 T E C H N I QU E

2.1 Ejecta models

This research uses two hydrodynamic models of Wilk et al. (2018),
DDC10 (CHAN) and SCH5p5 (SUB1). DDC10 is a MCh (1.40 M")
model from Blondin et al. (2013). Model SCH5p5 is a sub-MCh

(1.04 M") from Blondin et al. (2017), but we have scaled the density
by 0.98 (see Wilk et al. 2018) in order to have the same 56Ni. Both
CHAN and SUB1 have the same 56Ni at 0.62 M". However, CHAN
has a stable iron core, whereas SUB1 does not. We use CMFGEN

to solve the spherically symmetric, time-dependent, relativistic
radiative transfer equation allowing for non-LTE processes. We
take these two models at 216.5 d post-explosion from Wilk et al.
(2018). Table 1 lists the initial masses for each model as well as the
mass abundance of calcium, iron, cobalt, 58Ni plus 60Ni, and 56Ni.
We see CHAN has more than twice the amount of stable nickel –
M(58Ni) + M(60Ni) – than SUB1 as well as almost a factor of 2
more calcium.

2.2 Numerical treatment

Our original radiative-transfer calculations for our models did not
include the effects of clumping. Therefore, to treat clumping in
our models, we make some simple assumptions with CMFGEN. We
assume that the clumps are ‘small’ (i.e. smaller than a mean-free
path) and occupy a fraction, f, of the total volume. f is known as the
volume-filling factor, and can be defined as f = 〈ρ〉2/〈ρ2〉, where
ρ is the density. Throughout this paper, we use the term clumping
factor synonymously with volume-filling factor.

We assume there is no interclump media and the clumping is
uniform in a homogeneous flow [i.e. f (V ) = fo for all species and
velocities V]. Assumptions underlying our clumping approach and
discussions of the influence of clumping on core-collapse SNe II-P
are provided by Dessart, Hillier & Wilk (2018). Our treatment of

clumping in CMFGEN differs from that of a concentric shell-type
structure, which is susceptible to radiative-transfer effects across
a shell and requires a large number of depth points to resolve the
shells.

The clumping factor scales many variables, such as densities
(scaled by 1/f) and the emissivities and opacities (calculated using
the populations in the clumps and then scaled by f). This micro-
clumping formalism leaves the mass column density unchanged.
CMFGEN has incorporated this clumping method since Hillier &
Miller (1999) first applied it to massive stars.

At a time-step of 216.5 d post-explosion (∼ + 200 d post-
maximum), we re-solved the relativistic radiative-transfer equation
for our models SUB1 and CHAN using a clumping factor (f) of
0.33, 0.25, and 0.10 (values partially motivated by modelling of
radiation-driven winds in massive stars; see, e.g. Hillier & Miller
1999; Najarro 2001; Bouret et al. 2003; Puls et al. 2003). This
range of values is also consistent with what has been inferred for
clumps in planetary nebulae (Boffi & Stanghellini 1994; Stasińska
et al. 2004; Ruiz et al. 2011). Since the previous time-step was
not computed using clumping in the models, we scaled the initial
input populations by 1/f between successive ionizations. This simple
scaling is adequate since time-dependent effects have a negligible
influence on the spectrum.

3 R ESULTS

To highlight the drop in ionization due to clumping for normal-
type SNe Ia, the optical spectrum of SN2011fe is plotted against
the synthetic spectra of models SUB1 and CHAN for clumping
values f = 1.00, 0.33, 0.25, and 0.10 in Fig. 1. For non-clumped
models, [Fe III] lines are too strong while [Fe II] lines are too weak.
As the clumping factor is increased, the [Fe III] lines weaken while
[Fe II] lines strengthen. At the same time, the emission in the [Ca II]
λλ7291, 7324 doublet increases. Comparison of the [Ca II] emission
with that in SN2011fe shows that a much better fit is obtained with
the sub-Chandrasekhar model.

Figs 2 and 3 show the synthetic optical and near-infrared (NIR)
spectra of SUB1 and CHAN for the different values of a clumping
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Figure 15. Illustration of a small section of the spectrum of a Ia SN showing the influence of clumping
which enhances recombination and hence reduces the ionization state of the gas. In the unclumped
model, with f = 1, Fe III lines near 5000 Å are too strong. Increasing the clumping (i.e., decreasing f )
lowers the ionization, thus improving the agreement. However, the emission feature near 7400 Å (a
blend of Fe II, Ni II, and Ca II lines) is worse. The shape of the feature near 5000 Å is also sensitive to
the adopted Fe II photoionization cross-sections and updated calculations could also improve the fit.

7. Conclusions

Accurate photoionization cross-sections are essential for many areas of astrophysics.
The required quality varies greatly with the application. The biggest needs are at “in-
termediate” densities where nLTE is relevant, and where complex density and radiation
processes directly affect level populations. This is the case for many astrophysical phenom-
ena associated with, for example, stellar winds, accretion disks, and supernovae ejecta.
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Data Availability Statement: CMFGEN, and the atomic data used by CMFGEN, are available at
www.pitt.edu/~hillier (accessed on 1 February 2023). This site also contains some older O star
models. Data from supernova calculations can be downloaded from Zenodo or requested from the
appropriate author. A grid of spectra are available from the Pollux data base [124]. A large grid of
CMFGEN spectra models has been constructed and is being made available [125,126]. Hillier will also
provide CMFGEN models upon request.
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Abbreviations

The following abbreviations are used in this manuscript:

ADS Astrophysics Data System
ESA European Space Agency
HST Hubble Space Telescope
LTE Local thermodynamic equilibrium
nLTE Non-local thermodynamic equilibrium
LTDR Low temperature dielectronic recombination
HTDR High temperature dielectronic recombination
LBV Luminous blue variable
LS coupling Total orbital angular momentum (L) is coupled with the total spin (S)
NASA National Aeronautics and Space Administration
SN Supernova
WD White dwarf
WR star Wolf–Rayet star
WN Wolf–Rayet star belonging to the nitrogen sequence
WC Wolf–Rayet star belonging to the carbon sequence

Notes
1 The effective temperature of the star is defined by the relation L = 4πR2∗σSBTeff

4 where L is the stellar luminosity (energy emitted
per second), σSB the Stefan–Boltzmann constant, and R∗ is the radius of the star.

2 The meaning of “accurate” is highly context dependent. Atomic data calculations can, in some cases, give energy levels accurate
to 1% and for some purposes this is sufficient. However, for spectral modeling such energy levels cannot be used to compute
transition wavelengths—a 1% shift (which will be potentially larger if the levels are close in energy) will move a line far from its
correct location, influencing spectral synthesis calculations. Moreover, in non-LTE a wrong wavelength will influence how a line
interacts with neighboring transitions. In O supergiants two weak Fe IV lines, that overlap with He I λ304, influence the strength
of He I singlet transitions in the optical and accurate wavelengths (and oscillator strengths) of these Fe IV lines are crucial for
understanding the He I singlet transitions [1].

3 Strictly speaking, a radiation temperature is only well defined if the radiation field is Planckian. However, astronomers often use
color temperatures, defined by fitting a scaled blackbody ratio to the flux at two wavelengths, to characterize the nature of the
radiation field in some pass band. In nLTE, astronomers may also use the excitation temperature to characterize the excitation or
ionization state of a gas. In general these will not be the same as the local electron temperature, and will vary with level and
ionization stage (though possibly in a systematic way).

4 The Sun’s atmosphere is cool and dense enough for molecules to form and 50 molecular species have been identified [8]. In
the solar spectrum, spectral features due, for example, to CO, SiO, H2, OH, CH, C2, and CN, have been identified [8,9]. Dust
formation in red giants and supergiants is common but not well understood [10], and in some cases may be associated with
non-equilibrium chemistry [11].

5 Throughout the article we neglect full shells when providing the electron configuration. We use the principal quantum number
(n), orbital angular momentum number (l = 0, . . . , n− 1 = s, p, d, f, g . . . ), and spin (±1/2) to describe the state of an electron.
Thus, 2p indicates an electron with n = 2 and l = 1. LS-coupling (in which the orbital angular momenta are coupled and the
electron spins are coupled) is used to provide the term designation. A term designation has the format 2S+1Lx where S is the sum
of the (valence) electron spins, L is the total orbital angular momentum, and “o” is used to indicate that the arithmetic sum of the
electron orbital angular momenta is odd (o) or even (in which case e is omitted by convention). An excellent primer on atomic
spectroscopy is provided by [63] .

6 WR stars are a class of massive stars that evolved from O stars (stars with initial masses & 15 M�). They are experiencing mass
loss via a stellar wind (induced by radiation pressure acting through bound–bound transitions) with a mass-loss rate typically in
excess of 10−5 M� yr−1and a terminal wind speed of ∼1000 to 3500 km s−1 [64,65]. In many WR stars the wind is sufficiently
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dense that the entire spectrum we observe originates in the wind—the hydrostatic core of the star is not seen. There are two main
WR classes: WN stars exhibit N and He (and sometimes H) emission lines, and exhibit enhanced N and He at the stellar surface
due to the CNO cycle (the main H-fusion chain in massive stars). WC stars exhibit emission lines of He, C, and O, with a C
abundance comparable to that of He (e.g., [66,67]). They have lost all of their hydrogen envelope, with the enhanced C abundance
arising from the triple alpha process (3 4He→12C).

7 A P Cygni profile is formed when continuum radiation is absorbed and scattered by outflowing material. Outflowing gas along
the line of sight absorbs continuum radiation and scatters it out of the line of sight, producing blue-shifted absorption. Radiation
absorbed in other directions can be scattered into the line of sight and, for a spherically symmetric expanding gas, the combination
with the blue-shifted absorption will give rise to red-shifted emission.

8 The ejecta of Type Ia SNe are composed primarily of intermediate mass elements (Ca, Si) and iron group (Fe, Ni, Co) elements. In
such ejecta we may need to treat Auger ionization more rigorously since it could potentially affect the ionization state of the gas
and the thermalization of non-thermal electrons. The non-thermal electrons are initially produced via Compton scattering of
gamma-ray photons produced from decay of radioactive 56Ni and 56Co. In this case inner shell ionization will most likely occur
via non-thermal electrons. However the subsequent Auger ionization and fluorescence are independent of how the K-shell hole
was created.

9 From AUTOSTRUCTURE calculations made by a collaboration of researchers at Auburn University, Rollins College, the University of
Strathclyde, and other universities. Tables produced by N. R. Badnell and are available at Atomic Data from AUTOSTRUCTURE.

10 A signal processing term that refers to the distortion of data due to sampling which is too coarse. In the present case a narrow but
strong resonance could be missed in the photoionization cross-section when the frequency sampling is too coarse. Alternatively,
its influence could be artificially enhanced if it is not fully resolved.

11 The Sun is simultaneously oscillating in thousands of different vibration modes. The frequency and strength of these modes
depends on the internal structure of the Sun (e.g., the depth of the convection, the sound speed).

12 At the Eddington limit the force arising from the scattering of radiation by free electrons matches the gravitational force.
13 The strength of most emission lines in WR stars is proportional to the density squared. Thus, a clumped wind can yield the same

line strengths for a lower mass-loss rate (i.e., for a lower average density). On the other hand electron scattering line wings arise
from Thomson scattering of line photons by free electrons and hence scale with density. Thus, the strength of electron scattering
wings relative to their neighboring emission line can act as a global diagnostic of clumping. In WR stars the wings are offset to
the red from their originating transition because of the large outflow velocities.

14 In this process a strong transition (typically in the UV) absorbs continuum photons, a process whose efficiency is enhanced by the
velocity field which allows the UV transitions to intercept more continuum radiation. In many cases the absorbed photons will
typically be re-emitted in the same transition. However, in some cases the upper levels have an alternate decay route—decay via
this transition can then lead to emission in this bound–bound transition. This is also known as the Swings mechanism [109].

15 C II emission is also predicted but this is masked by blending with other lines.
16 The 11 appended to WC denotes the ionization class of the star—in this case, a spectrum dominated by C II with little evidence

for C III.
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Abstract: We present in this review our recent theoretical studies on atomic processes subject to the
plasma environment including the α and β emissions and the ground state photoabsorption of the
one- and two-electron atoms and ions. By carefully examining the spatial and temporal criteria of
the Debye–Hückel (DH) approximation based on the classical Maxwell–Boltzmann statistics, we
were able to represent the plasma effect with a Debye–Hückel screening potential VDH in terms of
the Debye length D, which is linked to the ratio between the plasma density N and its temperature
kT. Our theoretical data generated with VDH from the detailed non-relativistic and relativistic
multiconfiguration atomic structure calculations compare well with the limited measured results
from the most recent experiments. Starting from the quasi-hydrogenic picture, we were able to
show qualitatively that the energy shifts of the emission lines could be expressed in terms of a
general expression as a function of a modified parameter, i.e., the reduced Debye length λ. The
close agreement between theory and experiment from our study may help to facilitate the plasma
diagnostics to determine the electron density and the temperature of the outside plasma.

Keywords: atomic processes in plasma; Debye–Hückel; α and β emissions; multiconfiguration
method

1. Introduction

Reliable data for many of the atomic processes subject to the outside charge-neutral
plasma are important for the numerical modeling of the evolution of many processes for the
energy-related controlled fusion program and also some of the astrophysical systems [1–4].
With the help of the high-speed large-scale computational facilities, currently, the theoretical
atomic structure calculations by including all the electron–electron interactions between
atomic electrons are capable of generating highly reliable atomic data in close agreement
with the experimental observations in the plasma-free environment. However, a detailed
theoretical understanding of the atomic process in the plasma environment would need to
include the practically unattainable efforts to cover the long-range interactions between the
atomic electrons and all the positively charged ions and the negatively charged electrons
in the plasma. Over the years, by including the interactions between the atomic electrons
and the outside plasma, attempts have been made with somewhat detailed theoretical
methods [5–13] to generate data that may understand the limited experimental measure-
ments. One such example is the application of the ion sphere (IS) approach [8–10]. Whereas
the calculated redshifts of the α emission of the He-like Al ion based on an analytical IS
model [8,9] are in agreement with the recent picosecond time-resolved measurement [14],
its estimated redshifts at a fixed temperature are substantially greater than the measured
data from a high-resolution satellite line-free measurement of the β line of the He-like
Cl ions (see Figure 4 of [15]). In addition, shortly after the He-like Cl ion measurement,
the estimated energy shift from an average atom ion sphere (AIS) model calculation was
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reported to be in good agreement [10]. However, the subsequent application of this AIS
model to the α emission of the He-like Al ion has led to redshifts substantially smaller than
the earlier experimentally observed data (see Figure 2 of [16]). The disagreement between
the IS theories and experiments likely results from the less-than-adequate representation of
the interaction between the outside plasma and the atomic electrons.

The main objective of this review is to summarize a series of recent studies based
on the Debye–Hückel (DH) model, proposed before the quantum mechanics was fully
developed [17], on the atomic processes in the plasma environment. The DH approxima-
tion, based on the classical Maxwell–Boltzmann statistics for an electron–ion collision-less
plasma, is best known to work for the gas-discharged plasma at relatively low density [18].
To apply the DH approximation to the atomic processes subject to plasma with higher
density, one needs to consider two important key criteria. First, temporally, the time scale
of the atomic process (e.g., lifetime) should be substantially different from its correlation
time tp, or the inverse of the plasma frequency ( fp = 8.977× 103 N1/2Hz) of the outside
plasma with density N. For a plasma with its density of the order of 1× 1022 cm−3, tp is
of the order of 10−15 s. This is substantially shorter than the lifetime T2p of the Lyman-α
emission line of the hydrogen atom from its 2p state, which is of the order of nanoseconds,
or more precisely, 1.6 ns. It is also known that T2p scales as the inverse of Z4, and it would
decrease to a similar order of magnitude of tp as Z for the H-like ion increases up to about
18. The values of T2p will again be substantially shorter than tp with Z greater than 50.
The other important time factor is the time for an electron moving around the nucleus.
Again, take the Lyman-α emission line of the hydrogen atom as an example: the time for
the 2p electron moving around the nucleus is about 10−15 s, which is similar for tp. Since
this revolving speed scales as Z2 and it would be an order of magnitude higher than tp
with Z > 5, as a result, the DH approximation works for the Lyman-α emission line of the
H-like ions only with Z between six and eighteen or greater than fifty. Second, spatially,
the atomic orbitals involved in the transition should only be affected marginally by the
outside plasma to retain most of their atomic characteristic. For example, for the transitions
involving the electron in its ground state with the radius of its electron orbital sufficiently
short in range, the contribution to the overlapping transition matrix between the lower and
upper atomic orbitals of the atomic processes is mostly from a critical interacting region
with the influence of the outside plasma included and the amplitude of the lower atomic
orbital mostly non-zero. In other words, the DH approximation should only be applied
to those transitions involving the ground state or the low-n states. Detailed discussions
about these two key criteria were also given elsewhere [19–23]. In essence, the complicated
many-body interaction between the atomic electrons and the outside charge-neutral plasma
is effectively represented by a simple potential VDH(r) depending on two key parameters.
The first one is the Debye length D, which can be expressed in the Bohr radius a0 in terms
of the ratio of the temperature kT and the electron density N (in units of eV and 1022 cm−3,
respectively) of the outside plasma as D = 1.4048 (kT/N)1/2 [17,18]. For the plasma-free
environment, the density N equals zero and D goes to infinity. Effectively, the Debye length
D, which appears in the form of e−r/D or a Debye screening, modifies the attractive nuclear
interaction −Z/r in the potential VDH due to the outside plasma. The second one is an
ad hoc parameter, i.e., the radius A of the Debye sphere, which separates the plasma-
induced Debye potential VDH outside the Debye sphere and the slightly modified close-in
region where the atomic characteristic dominates. More details on these two parameters,
as well as the original approach of the DH approximation leading to the effective potential
VDH are presented in Section 2. A brief summary of the multiconfiguration non-relativistic
and relativistic calculational procedures is also given in Section 2.

Due to its simplicity, the DH model has been applied extensively to study the atomic
processes subject to the outside plasma [24–35]. As we show in Section 2, the atomic
electrons are subject to an effective DH potential derived from the Gauss theorem by
assuming an infinitely heavy nuclear charge Z located at r = 0 with screening from the
fast free-moving plasma electrons of high mobility. In contrast, with the relatively low
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mobility of the plasma ions, one could not assume a substantial presence of the plasma
ions between the fast-moving atomic electrons. In other words, there is little theoretical
justification to apply the Debye screening to the two-body Coulomb interaction between
atomic electrons. By including the Debye screening, which effectively reduces the Coulomb
repulsive interaction between atomic electrons, a high-precision theoretical calculation has
indeed led to the spurious conclusion that the only known bound state of H− between
two loosely bound electrons would stay bound even in the presence of a strong outside
plasma [34,35].

We review in detail in Section 3 our recent applications of the DH approximation to
the α-emission lines of the H-like and He-like ions subject to the outside plasma [20–23].
Our calculated redshifts in transition energy are in agreement both with the experimentally
observed data [14,15,36], as well as the results from some of the more elaborate simulations
based on the quantum mechanical approaches [5–13]. Interestingly, our studies led to a
simple scaling feature for the redshifts of the transition energy and the oscillator strength as
functions of a related parameter, the reduced Debye length λ = Ze f f D, defined as the product
of the Debye length D and the effective nuclear charge Ze f f = Z− 1 of the atomic ion [22,23].
Specifically, the ratio between the shifts in the transition energy ∆ω and the plasma-free
transition energy ω0, i.e., Rω = ∆ω/ω0, could be expressed by a simple polynomial in
terms of this new parameter λ for all ions with applicable nuclear charge Z. Indeed, our
calculations with the non-relativistic and the relativistic multiconfiguration calculations
have confirmed such a general scaling feature (e.g., see Figure 5 of [21] and Figure 1 of [23]).
By introducing this new parameter λ, we were able to focus our application of this slightly
modified DH approximation for the general features of the atomic transition data that
could be extended to all applicable ions from a single theoretical calculation.

We focus our review on the atomic photoabsorption from the ground state of the
one- and two-electron atoms in Section 4. First, we should point out that we modified
the term photoionization from our originally published works to photoabsorption due
to the realization that the speed of the outgoing ionized electron after the absorption of
the incoming photon is generally less than the speed of the outside plasma electrons, and
experimentally, the resulting outgoing photoelectron could not be measured, such as the
one in a plasma-free photoionization experiment. The application of the DH approximation
would also be limited to the process involving mostly the ground state of the target atoms
to meet the spatial criterion when the transition rate is only affected by the overlap between
the initial and final state wavefunctions at small r when the plasma effect is well represented
by the VDH , as we discussed earlier.

Finally, we summarize briefly in Section 5 the implications of our studies and the fur-
ther interplays between the theoretical estimate of the atomic data based on the application
of the DH approximation and the more advanced experimental works. In particular, to fully
take advantage of the general feature in terms of the reduced Debye length for the transition
energy shifts as a plasma diagnostic possibility, further high-precision experiments are
necessary for a better determination of the range of the radius A of the Debye sphere.

2. Debye–Hückel Approximation and the Calculational Procedure

The theoretical methods were presented in detail in our recent works [21,23]. In this
section, we repeat some of the key equations to facilitate a self-contained discussion.

Based on the original Debye–Hückel model [17], the potential Vo(r) for an electron–ion
collision-less plasma at a distance r far from the atomic nucleus Z outside a Debye sphere
of radius A can be derived from Poisson’s equation based on the Gauss law:

52 Vo(r) = −
ρ(r)

ε
, r ≥ A, (1)

where ε is the dielectric constant of the electron–ion gas and ρ is its total charge density
at r. Starting from the Boltzmann distribution and assuming a charge density ρo and a
zero potential at r = ∞, the charge densities of the negative charge −q and the equal
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positive charge q at r could be expressed as ρ−(r) = ρoeqVo(r)/kT and ρ+(r) = ρoe−qVo(r)/kT ,
respectively, where k is the Boltzmann constant and T the absolute temperature. The total
charge density at r is then given by:

ρ(r) = ρo(e−
qVo(r)

kT − e
qVo(r)

kT ) = −2ρo sinh (
qVo(r)

kT
). (2)

Additionally , if qVo is relatively small compared to kT, Equation (2) for the potential
in the outer region of the Debye sphere could then be approximated by the linear Poisson–
Boltzmann equation, i.e.,

52 Vo(r) = (
1

D2 )Vo(r), r ≥ A, (3)

where D > A is the Debye length in Bohr radius a0 defined in terms of the ratio of the
density N (∼qρo) in units of 1022 cm−3 and the temperature kT in units of eV of the outside
plasma given earlier, i.e.,

D = 1.4048(
kT
N

)1/2a0. (4)

The potential inside the Debye sphere is derived from the Gauss law, i.e.,

Vi(r < A) = −Ze2

r
+ Constant. (5)

By matching Vo and Vi and their first-order derivatives at r = A, one obtains [20,37,38]:

VDH(r) =





Vi(r) = −Ze2( 1
r − 1

D+A ), r ≤ A

Vo(r) = −Ze2( DeA/D

(D+A)
) e−r/D

r , r ≥ A.
(6)

In the limit when A → 0, Equation (6) reduces to the screened Coulomb potential
−(Z/r)e−r/D, similar to the Yukawa potential in nuclear physics. From Equation (6),
the DH model, or the DH potential VDH , depends on two important parameters, as we
discussed earlier in Section 1. The first one is the Debye length D, which goes to infinity
when the density N equals zero for the plasma-free environment. The second one is an
ad hoc parameter, i.e., the radius of the Debye sphere A, which separates the plasma-
induced Debye potential VDH outside the Debye sphere and the slightly modified close-in
region where the atomic characteristic dominates.

The consequence of the less-attractive Debye potential VDH is that all the atomic levels
will experience an up-lifting in energy. Qualitatively, the change in the transition energy
∆ω from its plasma-free transition energy ωo for an atomic transition subject to the outside
plasma depends on the decrease or increase of the difference in the relative energy shifts
of the initial and final state of the transition. For the intershell transitions, although the
percentage change of the orbital energy is larger for an electron with a larger principal
quantum number n due to the stronger outside plasma effect, its small plasma-free orbital
energy actually makes the net energy change smaller than the one for the electron with a
smaller n; thus, the transition energy is redshifted. On the other hand, for the intrashell
transitions, the involved electrons are from the orbitals with the same n; the change in
energy is greater for the one with larger orbital angular momentum. However, additional
factors such as the interplay between the electron–electron correlation and the relativistic
interactions may also affect the relative energies of the initial and final states. As a result,
dependent on the individual transition, the transition energy could either be blueshifted
or redshifted.
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Another interesting immediate consequence of the DH potential VDH is that the ratio
R = ∆ω/ωo for the α emission line for the H-like ion depends on a single parameter,
i.e., the reduced Debye length, defined as λ = ZD. Qualitatively, the energy shift of the
emission line subject to the outside plasma ∆ωα is given approximately by the difference
in the energy corrections between the initial and final H-like orbitals due to the difference
in the Coulomb potential and the screened Coulomb potential, i.e., ∆VD = Z

r (1− e−r/D).
This can be estimated by the difference of the expectation values of ∆1s =< 1s | ∆VD | 1s >
and ∆2p =< 2p | ∆VD | 2p >, or given analytically by [21]:

∆ωα(D) ≈ ∆1s(D)− ∆2p(D) = Z2[
3
4
− (1 +

1
2λ

)−2 +
1
4
(1 +

1
λ
)−4 ]. (7)

Since the plasma-free transition energy of the Lyman-α line ω0 is also proportional
to Z2, the ratio R = ∆ω/ω0 is a function of λ only, or more conveniently, R could be
expressed by a simple polynomial in terms of the reduced Debye length λ for all ions with
applicable nuclear charge Z. Effectively, we demonstrated a simple scaling feature for the
plasma-induced transition energy shifts in terms of the reduced Debye length λ.

The theoretical results presented in this review were carried out with the multiconfig-
uration approaches, both non-relativistically and relativistically. The non-relativistic results
were calculated with the B-spline-based configuration interaction (BSCI) approach with a
complete two-electron basis corresponding to both negative and positive energy atomic
orbitals. The individual one-electron atomic orbitals were generated from an effective
one-electron Hamiltonian ho(r, D), i.e.,

ho(r; D) =
p2

2m
+ VDH(r; D), (8)

where p is the momentum of the electron and VDH(r; D) is given by Equation (6). The N-
electron Hamiltonian for an atom in the plasma environment is expressed in terms of
ho(r; D) as:

H(ri, rj, · · · ; D) = ∑
i= 1,N

ho(ri; D) +
N

∑
i>j

e2

rij
, (9)

where rij =| ~ri−~rj | represents the separation between the atomic electrons i and j. The state
wave functions for the upper and lower states of the transition, φU and φL with energies
εU and εL, respectively, were calculated by diagonalizing the Hamiltonian matrix with the
basis set of the multiconfiguration two-electron orbitals discussed earlier and following the
numerical procedure detailed elsewhere [39–42]. The energy of the emission line under the
external plasma environment in terms of the Debye length D is given by the difference of
the energies between the upper (U) and the lower (L) state, i.e.,

ω(D) = εU(D)− εL(D). (10)

The energy of the emission line in the absence of the external plasma is given by
ωo = ω(D = ∞), and the transition energy shift ∆ω is thus given by:

∆ω(D) = ωo −ω(D). (11)

The details of the theoretical and calculational procedures leading to the oscillator
strength were given in Section 2.4 of [39].

For the relativistic calculation of an N-electron ion with nuclear charge Z subject to
the outside plasma, its N-electron Hamiltonian HDH can be expressed as:

HDH = HDC +
N

∑
i=1

Vd(ri, D), Vd(ri, D) =
Z
ri
+ VDH(ri), (12)
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where HDC is the the well-known Dirac–Coulomb Hamiltonian in the absence of the plasma
environment, i.e.,

HDC =
N

∑
i=1

[ c~α · ~pi + (β− 1)mc2 − Z
ri

] +
N

∑
i>j

e2

rij
, (13)

where αk =

(
0 σk
σk 0

)
with k = (1, 2, 3), σk is the Pauli 2× 2 matrix, and β =

(
I 0
0 −I

)

with I the 2× 2 unit matrix.
The energies EΓ and the their corresponding state functions (ASFs) |ΓPJM〉 of the

upper and lower states of the atomic process are derived from:

HDH |ΓPJM〉 = EΓ|ΓPJM〉 (14)

with P the parity, J the total angular momentum, M its magnetic quantum number, and Γ
all other information to define the ASF uniquely. The ASFs are N-electron eigenstate wave
functions, which are the linear combinations of the configuration state functions (CSFs)
with the same P, J, and M, namely,

|ΓPJM〉 =
ne

∑
i=1

CΓ
i |γiPJM〉, (15)

where CΓ
i is the expansion coefficient and γi represents all other information to define

the CSF uniquely. The CSFs, |γiPJM〉, which form a basis set for an N-electron atomic
system, are linear combinations of the Slater determinants of the atomic orbital wave
functions (AOs) corresponding to the electron configurations included in the calculations.
The electron correlation effects were taken into account by diagonalizing the relativistic
HDH with a quasi-complete basis in a revised multiconfiguration Dirac–Fock (MCDF)
approach. The basis consists of the spectroscopic AOs (with n− l − 1 fixed nodes) and
pseudo AOs (without fixed nodes). Both AOs are specified by the principal quantum
number n, the orbital angular momentum l, and the total angular momentum j. The number
of spectroscopic orbitals depends on the requirement of specific physical problem, i.e., the
degrees of excitations of target ions, whereas the number of pseudo orbitals is determined
by the desired accuracies. The atomic orbitals (AOs) were optimized using the GRASP-
JT version based on the earlier GRASP2K codes [43,44]. The details of the calculational
schemes have been presented elsewhere [45–47]. With the ASFs calculated with and without
the outside plasma and under the dipole long-wavelength approximation, the oscillator
strength of transition between atomic states can be expressed as the product of the transition
energy ωαβ and the square of the transition matrix element in the length gauge as:

gα fαβ ∼ ωαβ · |∑
i,j

CΓα
i C

Γβ

j 〈γiPi Ji Mi|r̂|γjPj Jj Mj〉|2, (16)

where 〈γiPi Ji Mi|r̂|γjPj Jj Mj〉 are the dipole transition matrix elements.
For the relatively light He-like ions, the relativistic effect is small, and the results from

our non-relativistic and relativistic calculations are in close agreement with each other, as
shown previously [21]. As a result, the discussion in Section 3 was mostly based on our
non-relativistic calculation. We should also point out that the close agreement between
two very different calculation approaches (i.e., the non-relativistic BSCI approach with the
spin–orbit interaction included and the relativistic GRASP2K approach with the optimized
atomic orbitals in its quasi-complete basis) suggests that the electron–electron correlation
was fully included in our study.

For the atomic processes involving the continuum such as the atomic photoabsorption,
the detailed expressions for its cross-section σ in terms of the excitation energy and the
oscillator strength (either in the length or velocity gauge) were given in detail elsewhere [39,40].
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With the state wave functions generated following our discussion presented above, our
calculated plasma-free photoabsorption cross-sections σ with either the length or velocity
approximation for the He-like atomic systems are generally in agreement to within 1–2%.
The agreement at such a level suggests again that the electron–electron correlation between
atomic electrons was taken into account fully in our theoretical calculation.

3. Plasma Effects on H-like and He-like Ions

Our first attempt to apply the DH approximation to the shift of the transition energy
∆ω subject to the outside plasma started with the Lyman-α line of the one-electron H-like
ions. Our main objective was to find if the estimated ∆ω based on the DH model would
agree with the quantitatively measured redshift of 3.7± 0.7 eV for the H-like Al12+ ion from
the laser-generated plasma at temperature 300 eV with its density of (5–10)× 1023 cm−3 [36].
We chose in our calculation the Debye radius as the product of the radius of the 1 s orbit
ao/Z and a size parameter η, i.e., A = (η/Z)ao. For a H-like ion, we simply solved the
one-electron Hamiltonian Equation (8) with a given D corresponding to a pair of (kT, N)
and evaluated the resulting redshift. Figure 1 compares the experimental redshift to our
calculated results with four different size parameters at η = 0, 1, 1.5, and 2. With the
experimental density extended from 5–10 × 1023 cm−3, all our theoretically estimated
redshifts with different η compared well with the observed value of 3.7± 0.7 eV. It also
turned out that our estimated redshifts with η = 0 for the Lyman-α emission of H-like Ne9+

ion at 500 eV are in agreement with the theoretical result of an earlier QMIT (quantum
mechanical impact theory) study by Nguyen et al. [5,6], which included the effect of total
ion polarization and considered as the upper limit for the redshift. As pointed out by
Nguyen et al., their limiting result was about 20% greater than the result from an earlier
quantum mechanical treatment by Davis and Blaha [7] with only a partial account of the
ion charge density. Interestingly, the estimate by Davis and Blaha is in agreement with our
calculated redshift with η = 1.0. More discussion was presented earlier in detail in Figure 4
of [20].

Figure 1. Comparison between the experimentally measured Lyman-α redshift of the H-like Al
ion [36] with the theoretical estimations with the radius of the Debye sphere A in terms the size
parameters η = 0, 1, 1.5, and 2.

Encouraged by the agreement between our theoretical results on the Lyman-α emission
of the H-like ions and the experimental observation, as well as other more detailed theoreti-
cal calculations, we moved on to study the α and β emissions of the He-like ions. With the
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electron–electron correlations between the atomic electrons taken into account fully based
on the non-relativistic and relativistic multiconfiguration atomic structure calculations
outlined in Section 2, we carried out calculations for the He-like Ne, Al, and Ar ions with
the radius of the Debye sphere given by A = η < r >g, where < r >g = 〈1s2 1S|r|1s2 1S〉 is
the average radius of the ground state of He-like ions and η is a size parameter. Our calcu-
lations led to (i) the plasma-free transition energies ω0 for all three He-like Ne, Al, and Ar
ions, in close agreement with the NIST values [48], and (ii) the ratio R shown in Figure 2
between the energy shift ∆ω and the plasma-free ωo, which follows a nearly universal
curve for each size parameter η as a function of the reduced Debye length λ for all He-like
ions with Z meeting the spatial and temporal criteria of the DH approximation. This is
qualitatively consistent with what we already pointed out earlier in Section 2, following the
quasi-hydrogenic picture based on Equation (7). For the He-like ions with relatively low Z,
the relativistic interactions are small, and indeed, this was confirmed by the nearly identical
values R for the He-like O6+ ion between the non-relativistic and relativistic results shown
previously in Figure 5 of [21]. For the intermediate Z, the DH approximation did not work
due to the spatial and temporal criteria, as we pointed out earlier. As Z increases further,
the DH model should apply again, and the effect of the relativistic interaction was clearly
shown for the heavier He-like Yb and Au ions as the values of R deviated substantially
from the ones for He-like O ion, shown also in Figure 5 of [21]. Our discussion below for
the plasma effects on ions with relatively low Z was mostly based on the data from our
non-relativistic calculations.

Figure 2. The universal behavior of the calculated R as functions of the reduced Debye length λ for
three He-like ions and their comparison to the fit ratio R given by Equation (17) with the coefficients
given in Table 1.

The nearly universal dependence of the calculated R on λ for different He-like ions
shown in Figure 2 could be expressed more conveniently with a simple polynomial in
terms of three numerically fit coefficients a, b, and c as:

R(λ; a, b, c) = a + b/λ + c/λ2, (17)

To estimate the ratio R for other He-like ions, we first took the average of the fit
coefficients aZ, bZ, and cZ from the calculated R of the three ions with individual Z
shown in Figure 2. Corresponding to each size parameter η, the coefficients listed in
Table 1 are the average over the individually fit coefficients for the three He-like ions, i.e.,
aη = (aNe8+ + aAl11+ + aAr16+)/3 for the α and β emission lines of the He-like ions. As ex-
pected, the R values generated with the coefficients listed in Table 1 and Equation (17) agree
well with the calculated R, as shown by the two plots of Figure 2.

Theoretically, the ratio R should go to zero as the energy shift approaches zero when λ
or the Debye length D goes to infinity. With the two coefficients c and b several orders of
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magnitude larger than the small, but non-zero coefficient a, one could identify the coefficient
a as the numerical uncertainty of the theoretically estimated ratio R. Based on Equation (17)
and the fit coefficients listed in Table 1, it is straightforward to estimate the transition energy
shifts ∆ω following three simple steps for the α and β emission lines for any He-like ions
with Z between six and eighteen. First, one starts from a specific reduced Debye length
λ = (Z− 1)D with D determined from Equation (4) for a pair of plasma density N and
temperature kT. Second, we proceeded to calculate the ratio R from Equation (17) for each
λ with the coefficients listed in Table 1. In the third step, the estimated energy shift ∆ω
corresponding to this specific pair of N and kT is given by ∆ω(N, kT) = R(λ)ω0 with ω0
the plasma-free transition energy. Following this simple procedure, the estimated redshifts
∆ω(eV) for the α and β emission lines of the He-like Cl ion at 600 eV and 800 eV as functions
of N in unit of 1023 cm−3 with three size parameters η = 0, 0.5, and 1 are presented in
Table 2. The top plot of Figure 3 shows good agreement between our estimated redshifts
listed in Table 2 for the β emission line of the He-like Cl ion and the experimental data from
the recent high-resolution satellite line-free measurement [15]. Similar good agreement
is also shown in the bottom plot of Figure 3 between our calculated redshifts of the α
emission line of the He-like Al ion and the results of the recent picosecond time-resolved
measurement [14]. It is interesting to note that the fit coefficients c listed in Table 1 are about
three orders of magnitude greater than the coefficient b and seven orders greater than the
coefficient a. Therefore, the estimated energy shifts should be dominated by the term c/λ2,
or proportional to the ratio N/kT. This is consistent with what is shown in Figure 3: the
nearly linear dependence of the redshift ∆ω as a function of the plasma density N at a fixed
temperature kT. We should point out that this linear dependence is also consistent with
the analytical expression derived by Li and Rosmej in their IS model [8,9]. On the other
hand, the same reasoning based on the DH approximation that the energy shift should
vary as N/kT suggests that at a constant density N, ∆ω should vary linearly as the inverse
of the temperature, i.e., 1/kT, such as the ones shown in the bottom plot of Figure 4. This is
different from the analytical expression from the IS model of Li and Rosmej [8,9], which
suggests a temperature dependence of (1/kT)1/2.

Table 1. Fit average coefficients a, b, and c in A(e) = A× 10e for the α and β emission lines of the
He-like ions with the size parameters η = 0, 0.5, and 1 (corresponding to the R in percentage).

The α Emission Line of the He-like Ions The β Emission Line of the He-like Ions

η a b c a b c

0.0 −9.08030 (−5) 2.96178 (−1) 4.37256 (2) −4.19761 (−4) 1.45386 (0) 1.07289 (3)
0.5 −8.89317 (−5) 2.90274 (−1) 3.92346 (2) −4.17651 (−4) 1.44754 (0) 1.02662 (3)
1.0 −8.01969 (−5) 2.63109 (−1) 3.02430 (2) −4.08090 (−4) 1.41677 (0) 9.26831 (2)

Table 2. The redshifts ∆ω(eV) of the β emission line for the He-like Cl ion derived from the fit
coefficients listed in Table 1 at 600 eV and 800 eV as functions of the plasma density N in (1023 cm−3)
with the size parameters η = 0, 0.5, and 1.

kT = 600 eV kT = 800 eV
N(1023 cm−3) ∆ω (eV) ∆ω (eV)

η = 0 η = 0.5 η = 1 η = 0 η = 0.5 η = 1

1.5 2.058 1.982 1.813 1.579 1.521 1.394
2.5 3.313 3.186 2.908 2.532 2.436 2.227
3.5 4.550 4.373 3.986 3.469 3.336 3.044
4.5 5.777 5.549 5.053 4.396 4.226 3.852
5.5 6.996 6.718 6.113 5.318 5.109 4.654
6.5 8.210 7.882 7.168 6.235 5.989 5.451
7.5 9.419 9.041 8.218 7.148 6.864 6.245
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Figure 3. The comparison between the redshifts ∆ω for the β and α emissions of the He-like ions
estimated based on the DH approximation with the recent dense plasma experiments for the He-like
Cl ion between 600 eV and 650 eV [15] and the Al ion between 250 eV and 375 eV [14], respectively.

As we already pointed out earlier in Section 1, both IS models were able to generate
the estimated redshifts that are in agreement with only one of the recent experimental
measurements [14,15], but not the other. One possibility could be due to their application
of the Fermi–Dirac statistics for the outside plasma. For many other theoretical approaches,
the temperature dependence would also be implicitly determined by the free electron
density expressed in terms of the Fermi–Dirac distributions. In contrast, for the DH model,
the electrons and ions in the outside charge- neutral plasma are treated as charged particles
with no quantum mechanical interaction (such as those involving the spin of the individual
particles in the solid system or inside the nucleus), and thus, the Maxwell–Boltzmann
statistics is applied. This is very different from the Fermi–Dirac distribution applied in
the AIS model. It is interesting to note that a statistical electron screening model was
proposed very recently [13] to describe the atomic processes in warm/hot dense plasmas
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with a wide range of temperatures and densities. This model includes corrections for the
Fermi–Dirac distribution by considering the non-equilibrium feature of the plasma electron
distribution around the atomic ion caused by the three-body recombination process, which
effectively broadened the phase space of the plasma electron and made the plasma electron
distribution more close to the Boltzmann distribution under high temperatures. In fact,
for the conditions relevant to the two recent experiments [14,15], such a sophisticated
statistical model results in a plasma electron distribution almost identical to the DH model
and can result in a similar conclusion as we presented earlier. Although there is no definitive
quantitative measurement on the redshifts with different plasma temperatures at a fixed
plasma density, the two recent experiments were carried out with a range of estimated
temperatures that appeared to suggest a temperature dependence of energy shifts ∆ω more
pronounced than the fairly small variations at different temperatures obtained from the
two versions of the IS model.

Figure 4. The theoretically estimated redshifts ∆ω as functions of kT and 1/kT derived from
Equation (17) at a number of plasma densities.
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It is important to point out that the failure of the application of the DH model to an
atomic process without taking into account appropriately the critical physical aspects of
the spatial and temporal criteria should not invalidate the DH approximation as a viable
phenomenological approach. For example, the DH approximation should not be applied
at all to transitions involving atomic states close to the ionization threshold such as the
“dip” shown near the series limit in Figure 2 of [49]. The other such example is due to the
definition of the Debye length D. As we already pointed out earlier [20], some applications
of the DH approximation have included an extra (Z + 1) factor to the plasma density in
defining the Debye length. This would lead to a smaller Debye length and consequently a
much stronger plasma effect. One such example is shown by the large difference between
the DH calculation and the results from other calculations shown in Figure 2 of the recent
work by Gu and Beiersdorfer [50] due to the fact that their Debye length was over an
order of magnitude smaller than what it should be at a given temperature. Once again, we
would like to emphasize that the inability of generating reliable data based on questionable
applications should not be viewed as the shortcoming of the DH model.

We should also comment briefly on the size factor η. There is no good a priori theoreti-
cal prescription to determine its value other than to assume the maximum plasma effect
to the atomic electron when η = 0 and the calculated ∆ω could be identified as the upper
bound for the energy shifts. Based on the spatial criterion of the DH model of keeping
as much of the atomic characteristic of the transition, together with the good agreement
between our estimated ∆ω with the measured data shown in Figure 3, a reasonable com-
promise would be for η to be close to 0.5, but less than one. Certainly, more high-precision
experiments will help refine the choice of the size parameter η.

For the effect of the outside plasma on the oscillator strength f for the α and β emissions
of the H-like and He-like ions, we focus our discussion similarly to those presented above
in terms of its variation as a function of the reduced Debye length λ. Specifically, we
examined the ratio fr between the change in f and its plasma-free value f (λ = ∞), i.e.,

fr(λ) =
f (λ = ∞)− f (λ)

f (λ = ∞)
. (18)

It is interesting to note from Figure 5 that our calculated percentage variation of the
ratio fr as a function of λ for the Heα line exhibits a similar qualitative feature as the ratio
for the energy shift R discussed earlier. In other words, this general feature could also be
expressed in terms of a polynomial, i.e.,

fr(λ; a f , b f , c f ) = a f + b f /λ + c f /λ2. (19)

We also note from Figure 5 that fr is generally a few times larger than the value of R
as a function of λ, or at the same temperature kT and density N. Even with R at a fraction
of 1%, the energy resolution of the current experiments such as those we referred to earlier
is sufficient to measure the energy shifts with reasonable accuracy. However, it may still be
difficult to experimentally measure the change in the oscillator strength even at a level of a
few percent change in fr, as shown in Figure 5.
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Figure 5. The percentage change of the redshifts R and the corresponding fr of the oscillator strengths
for the 1s21S→ 1s2p1P transition of the He-like ions as a function of λ.

4. Photoabsorption

Our theoretical study on the atomic processes subject to the outside plasma actually
started with the atomic photoionization from the ground states of the one- and two-electron
atoms [19]. Experimentally, most of the photoionization measurements in the plasma-free
environment are focused on the angular distribution of the outgoing photoelectrons, which
offers more information to understand the detailed dynamics of the process either with the
polarized or unpolarized incident light. In the presence of the outside plasma, the outgoing
atomic electron resulting from the absorption of the incoming photon by the atom will lose
its identity due to its interaction with the plasma electrons and accordingly could not be
collected as the ones in the plasma-free environment. As a result, the experimental study
of such a process would likely be limited to the measurement of the attenuation of the
incident photon. In this section, we present our discussion of the qualitative feature of the
photoabsorption process from the ground state of the one-electron atom, which meets the
spatial criterion of the DH approximation.

For the hydrogen atom, the oscillator strength and its corresponding photoabsorption
cross-section are proportional to the square of the dipole matrix element < χ1s|r|χkp >,
where χ are the solutions of the one-electron Hamiltonian ho given by Equation (8) and
k2 = ε is the energy of the ionized p electron in Rydberg units with momentum k. Qualita-
tively, the larger the overlap between χ1s and χkp, the greater the cross-section is. The radial
parts of the wave function of the outgoing kp electron with slightly different energies near
the ionization threshold for a plasma-free photoabsorption from the hydrogen atom are
essentially the same as shown by the top plot of Figure 6 for a number of momenta k. They
all reach their first local maxima and the subsequent zeros at about the same distance r
and only differ from each other until they are sufficiently away from the nucleus at large r.
Since the photoabsorption spectrum is dictated by the overlaps of the χkp with the 1s orbit
up to a distance before the 1s orbit reaches zero (see, e.g., the bottom plot of Figure 6), only
the close-in part of χkp at the relatively small r needs to be taken into account for the slowly
varying dipole matrix element < χ1s|r|χkp > as the energy changes. This is consistent with
the plasma-free hydrogen photoabsorption spectrum, which is known to vary smoothly
near the ionization threshold [51]. We should point out that this short-range nature of the
photoabsorption from the hydrogen ground state is necessary to meet the spatial criterion
required in the application of the DH approximation in the presence of the outside plasma.
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Figure 6. The radial functions χkp of the outgoing ionized p electron from the plasma-free hydrogen
at a number of momenta. The bottom plot compares χkp to χ1s (reduced by a factor of 10) at small r.

We limit our detailed discussion on the application of the DH approximation to the
photoabsorption of the hydrogen ground state subject to the plasma environment and
examine first with the Debye lengths D substantially greater than the radius of the 1s
orbital to keep the plasma effect on the the orbital wavefunction χ1s small. Qualitatively,
one of the most outstanding features of the DH approximation is the upwards migration of
the bound excited state as the Debye length D decreases. Corresponding to each bound
excited state, there is a critical value of D such that the state is pushed into the continuum.
In particular, we focus our discussion on the plasma-induced resonant structures in the
photoabsorption spectrum from the hydrogen ground state between 989 Åand 992 Å, which
are associated with the plasma-free 1s to 4p Lyman-γ line at 972.5 Å. Following the earlier
plasma-free example, but with the Debye length at a critical length of 24.5 ao given in [19]
due to the outside plasma, the top plot of Figure 7 compares the radial orbital function
χ1s to three χkp orbitals representing the outgoing electron near the ionization threshold at
three momenta k = 0.030301, 0.034244, and 0.037739, respectively. It is interesting to note
that although the locations of their first local maxima and the subsequent zeros for the first
loop from r = 0 for all three χkp are similar to the plasma-free ones shown in Figure 6, their
magnitudes are very different as k varies. At k = 0.030301 and 0.037739, the magnitudes of
their first loop are relatively small, indicating a minimal presence of the outgoing electron
at the inner region of the atom, similar to those shown in Figure 6 for the plasma-free
photoabsorption. At a slightly different energy with k = 0.034244, the magnitude of χkp
is noticeably higher at small r, but relatively small at larger r compared to that of the two
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other momenta, indicating the presence of a quasi-bound radial wavefunction. As a result,
its corresponding photoabsorption cross-section σ proportional to the square of the dipole
matrix | < χ1s|r|χkp > |2 is substantially larger than those at the nearby k, leading to a
resonant structure in the photoabsorption spectrum such as the one shown in the top plot
of Figure 8 with D = 24.5ao at kT = 600 eV and N = 1.973× 1022 cm−3. Two additional
narrow resonant structures due to slightly larger critical Debye lengths are also shown. It is
interesting to note that the relative locations of the peak cross-sections of these three narrow
resonant structures are expected under the DH approximation. This is due to the fact that
the ionization threshold corresponding to a smaller Debye length is smaller than the one
with a larger Debye length, and it requires less photon energy (or a longer wavelength) to
“push” the 1s to 4p transition into the continuum. A similar feature due to the hydrogen 1s
to 3p transition was also discussed in detail in [52]. With the electron–electron correlation
between atomic electrons taken into account fully for the He atom, our study [19] also
led to a similar general feature of the narrow resonance-like structure slightly above the
changing ionization threshold in the photoabsorption spectrum. In spite of our theoretical
understanding of the general feature of the plasma driving narrow resonances due to
the migration of the excited np levels into the continuum in the photoabsorption process,
unfortunately, the widths of such resonances are approximately 10,000-times smaller than
the photon energy and likely not observed in the laboratory.

Figure 7. The top plot compares the radial functions χkp of the outgoing ionized p electron to χ1s for
hydrogen ground state photoabsorption subject to the outside plasma with D = 24.5ao. The bottom
figure shows an enlarged plot of χkp with an expanded scale up to r = 240ao.
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Figure 8. Hydrogen photoabsorption spectra from its ground state in terms of the cross-section σ (in
units of Mb) corresponding to the 1s→ 4p transition as D varies around 24.5ao with A = 0.

5. Conclusions

We presented in this paper a review of a series of our recent studies on the application
of the Debye–Hückel approximation for atomic processes subject to the outside plasma
environment. We focused our studies primarily on the processes that meet the all important
spatial and temporal criteria for the DH model. In spite of the simplicity of the DH
approximation, our theoretical results compared well with the limited data from the
available experimental measurements. In addition, we identified a general scaling feature
for the ratio R between the redshift ∆ω and the plasma-free transition energy ω0 of the
α and β emission lines of the He-like ions with the nuclear charge Z between six and
eighteen. More specifically, the ratio R could be expressed in terms of a simple polynomial
Equation (17) of the reduced Debye length λ. Following the simple three-step procedure
presented in Section 3, one could estimate the redshifts of the α or β emission lines for
other He-like ions with no need for additional theoretical calculations. In fact, one such
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example led to good agreement between the estimated redshifts of the β emission line for
the He-like Cl ion and the experimental data shown in Figure 3.

In addition to our studies on the H- and He-like ions, we were also interested in
finding out if the simple scaling feature presented in Section 3 also works for ions with
more electrons. Our first such study was for the 3C and 3D lines of the Ne-like ions [53]. It
turned out that for the dipole-allowed 3C line, the redshifts of the transition energy and
the oscillator strength follow a similar scaling feature. However, for the dipole-forbidden
3D line, due to the interplay between the relativistic spin–orbit interaction and the plasma
screening effects, the simple scaling feature failed to follow [53]. Following our study for
the transitions for the Ne-like ions, we extended our study to two strong dipole transitions
for the C-like ions, i.e., (1) the intershell 2s22p3d 3D1 → 2s22p2 3P0 transition and (2) the
intrashell 2s2p3 3D1 → 2s22p2 3P0 transition. For the intrashell transition, the ratio of the
energy shifts to its plasma-free transition energy and the increase of the oscillator strength
follows a similar general scaling property. However, due to the change of the electron
correlation with respect to the relativistic spin–orbit interaction as Z varies, the decrease
in the oscillator strength for the intershell transition failed to follow the scaling feature
discussed earlier [54].

Finally, we should comment again on the size factor η. As we stated earlier that
there is no good a priori theoretical prescription to determine its value, therefore, the most
appropriate η for the theoretical calculation would depend on the good agreement between
the theoretically calculated ∆ω and the measured data such as those shown in Figure 3.
The interplay between the theory and experiment could refine the value of η and offer a
more reliable and accurate determination of the energy shifts of the emission lines at a
given combination of plasma temperature and density. In addition, as we indicated earlier
that although the temperature variation of ∆ω at a fixed plasma density based on the
limited experimental date appears to support the use of the classical Maxwell–Boltzmann
statistics over the Fermi–Dirac distributions for the outside plasma, more experimental
measurements are needed for such a conclusion.

Author Contributions: Conceptualization, T.-N.C., T.-K.F. and X.G.; methodology, T.-K.F., C.W.
and X.G.; calculation, T.-K.F. and C.W.; writing—original draft preparation, T.-N.C.; writing—review
and editing, T.-N.C., T.-K.F., C.W. and X.G.; funding acquisition, T.-K.F. and X.G. All authors have
read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Natural Science Foundation of China un-
der Grant Nos. 11774023, U1930402, the National Key R&D Program of China under Grant No.
2016YFA0302104, and the Ministry of Science and Technology (MOST) in Taiwan under Grant No.
MOST 109-2112-M-030-001.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Acknowledgments: T.-N.C. would also like to thank the National Center for Theoretical Science in
Taiwan for its continuous hospitality. We acknowledge the computational support provided by the
Beijing Computational Science Research Center.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations
The following abbreviations are used in this manuscript:

DH Debye–Hückel
IS Ion sphere
AIS Average atom ion sphere
BSCI B-spline-based configuration interaction

218



Atoms 2022, 10, 16

CSFs Configuration state functions
AOs Atomic orbital wave functions
MCDF Multiconfiguration Dirac–Fock
QMIT Quantum mechanical impact theory

References
1. Tennyson, J. Astronomical Spectroscopy: An Introduction to the Atomic and Molecular Physics of Astronomical Spectral; Press Imperial

College: London, UK, 2005. [CrossRef]
2. Kallman, T.R.; Palmeri, P. Atomic data for x-ray astrophysics. Rev. Mod. Phys. 2007, 79, 79–133. [CrossRef]
3. Lindl, J.D.; Amendt, P.; Berger, R.L.; Glendinning, S.G.; Glenzer, S.H.; Haan, S.W.; Kauffman, R.L.; Landen, O.L.; Suter, L.J. The

physics basis for ignition using indirect-drive targets on the National Ignition Facility. Phys. Plasmas 2004, 11, 339–491. [CrossRef]
4. Boozer, A.H. Physics of magnetically confined plasmas. Rev. Mod. Phys. 2005, 76, 1071–1141. [CrossRef]
5. Koenig, M.; Malnoult, P.; Nguyen, H. Atomic structure and line broadening of He-like ions in hot and dense plasmas. Phys. Rev.

A 1988, 38, 2089–2098. [CrossRef] [PubMed]
6. Nguyen, H.; Koenig, M.; Benredjem, D.; Caby, M.; Coulaud, G. Atomic structure and polarization line shift in dense and hot

plasmas. Phys. Rev. A 1986, 33, 1279–1290. [CrossRef] [PubMed]
7. Davis, J.; Blaha, M. Level shifts and inelastic electron scattering in dense plasmas. J. Quant. Spectrosc. Radiat. Transf. 1982,

27, 307–313. [CrossRef]
8. Li, X.; Rosmej, F.B. Quantum-number dependent energy level shifts of ions in dense plasmas: A generalized analytical approach.

Europhys. Lett. 2012, 99, 33001. [CrossRef]
9. Rosmej, F.; Bennadji, K.; Lisitsa, V.S. Effect of dense plasmas on exchange-energy shifts in highly charged ions: An alternative

approach for arbitrary perturbation potentials. Phys. Rev. A 2011, 84, 032512. [CrossRef]
10. Chen, Z.B. Calculation of the energies and oscillator strengths of Cl15+ in hot dense plasmas. J. Quant. Spectrosc. Radiat. Transf.

2019, 237, 106615. [CrossRef]
11. Glenzer, S.H.; Redmer, R. X-ray Thomson scattering in high energy density plasmas. Rev. Mod. Phys. 2009, 81, 1625–1663.

[CrossRef]
12. Ichimaru, S. Strongly coupled plasmas: High-density classical plasmas and degenerate electron liquids. Rev. Mod. Phys. 1982,

54, 1017–1059. [CrossRef]
13. Zhou, F.; Qu, Y.; Gao, J.; Ma, Y.; Wu, Y.; Wang, J. Atomic-state-dependent screening model for hot and warm dense plasmas.

Commun. Phys. 2021, 4, 148. [CrossRef]
14. Stillman, C.R.; Nilson, P.M.; Ivancic, S.T.; Golovkin, I.E.; Mileham, C.; Begishev, I.A.; Froula, D.H. Picosecond time-resolved

measurements of dense plasma line shifts. Phys. Rev. E 2017, 95, 063204. [CrossRef]
15. Beiersdorfer, P.; Brown, G.V.; McKelvey, A.; Shepherd, R.; Hoarty, D.J.; Brown, C.R.D.; Hill, M.P.; Hobbs, L.M.R.; James, S.F.;

Morton, J.; et al. High-resolution measurements of Cl15+ line shifts in hot, solid-density plasmas. Phys. Rev. A 2019, 100, 012511.
[CrossRef]

16. Chen, Z.B.; Wang, K. Theoretical study on the line shifts of He-like Al11+ ion immersed in a dense plasma. Radiat. Phys. Chem.
2020, 172, 108816. [CrossRef]

17. Debye, P.; Hückel, E. The theory of electrolytes I. The lowering of the freezing point and related occurrences. Phys. Z. 1923,
24, 185–206.

18. Chen, F.F. Introduction to Plasma Physics and Controlled Fusion Plasma Physics; Springer International Publishing: Cham, Switzerland,
2016. [CrossRef]

19. Chang, T.N.; Fang, T.K. Atomic photoionization in a changing plasma environment. Phys. Rev. A 2013, 88, 023406. [CrossRef]
20. Chang, T.N.; Fang, T.K.; Gao, X. Redshift of the Lyman-α emission line of H-like ions in a plasma environment. Phys. Rev. A 2015,

91, 063422. [CrossRef]
21. Fang, T.K.; Wu, C.S.; Gao, X.; Chang, T.N. Redshift of the He α emission line of He-like ions under a plasma environment. Phys.

Rev. A 2017, 96, 052502. [CrossRef]
22. Fang, T.K.; Wu, C.S.; Gao, X.; Chang, T.N. Variation of the oscillator strengths for the α emission lines of the one- and two-electrons

ions in dense plasma. Phys. Plasmas 2018, 25, 102116. [CrossRef]
23. Chang, T.N.; Fang, T.K.; Wu, C.S.; Gao, X. Redshift of the isolated atomic emission line in dense plasma. Phys. Scr. 2021,

96, 124012. [CrossRef]
24. Mukherjee, P.K.; Karwowski, J.; Diercksen, G.H.F. On the influence of the Debye screening on the spectra of two-electron atoms.

Chem. Phys. Lett. 2002, 363, 323–327. [CrossRef]
25. Sil, A.N.; Mukherjee, P.K. Effect of debye plasma on the doubly excited states of highly stripped ions. Int. J. Quantum Chem. 2005,

102, 1061–1068. [CrossRef]
26. Zhang, S.B.; Wang, J.G.; Janev, R.K. Electron-Hydrogen-atom elastic and inelastic scattering with screened Coulomb interaction

around the n = 2 excitation threshold. Phys. Rev. A 2010, 81, 032707. [CrossRef]
27. Zhang, S.B.; Wang, J.G.; Janev, R.K. Crossover of feshbach resonances to shape-type resonances in electron-hydrogen atom

excitation with a screened Coulomb interaction. Phys. Rev. Lett. 2010, 104, 023203. [CrossRef] [PubMed]

219



Atoms 2022, 10, 16

28. Qi, Y.Y.; Wu, Y.; Wang, J.G.; Qu, Y.Z. The generalized oscillator strengths of Hydrogenlike ions in Debye plasmas. Phys. Plasmas
2009, 16, 023502. [CrossRef]

29. Dai, S.T.; Solovyova, A.; Winkler, P. Calculations of properties of screened He-like systems using correlated wave functions. Phys.
Rev. E 2001, 64, 016408. [CrossRef] [PubMed]

30. Lopez, X.; Sarasola, C.; Ugalde, J.M. Transition energies and emission oscillator strengths of Helium in model plasma environ-
ments. J. Phys. Chem. A 1997, 101, 1804–1807. [CrossRef]

31. Kar, S.; Ho, Y.K. Oscillator strengths and polarizabilities of the hot-dense plasma-embedded Helium atom. J. Quant. Spectrosc.
Radiat. Transf. 2008, 109, 445–452. [CrossRef]

32. Kar, S.; Ho, Y.K. Photodetachment of the Hydrogen negative ion in weakly coupled plasmas. Phys. Plasmas 2008, 15, 013301.
[CrossRef]

33. Shukla, P.K.; Eliasson, B. Screening and wake potentials of a test charge in quantum plasmas. Phys. Lett. A 2008, 372, 2897–2899.
[CrossRef]

34. Kar, S.; Ho, Y.K. Electron affinity of the Hydrogen atom and a resonance state of the Hydrogen negative ion embedded in Debye
plasmas. New J. Phys. 2005, 7, 141. [CrossRef]

35. Ghoshal, A.; Ho, Y.K. Ground states and doubly excited resonance states of H− embedded in dense quantum plasmas. J. Phys.
B-At. Mol. Opt. Phys. 2009, 42, 175006. [CrossRef]

36. Saemann, A.; Eidmann, K.; Golovkin, I.E.; Mancini, R.C.; Andersson, E.; Förster, E.; Witte, K. Isochoric heating of solid Aluminum
by ultrashort laser pulses focused on a tamped target. Phys. Rev. Lett. 1999, 82, 4843–4846. [CrossRef]

37. Margenau, H.; Lewis, M. Structure of spectral lines from plasmas. Rev. Mod. Phys. 1959, 31, 569–615. [CrossRef]
38. Rouse, C.A. Finite Electronic Partition Function from Screened Coulomb Interactions. Phys. Rev. 1967, 163, 62–71. [CrossRef]
39. Chang, T.N. B-Spline Based Configuration-Interaction Approach for Photoionization of Two-electron and Divalent Atoms. In

Many-Body Theory of Atomic Structure and Photoionization; World Scientific: Singapore, 1993; pp. 213–247. [CrossRef]
40. Chang, T.N.; Tang, X. Photoionization of two-electron atoms using a nonvariational configuration-interaction approach with

discretized finite basis. Phys. Rev. A 1991, 44, 232–238. [CrossRef]
41. Chang, T.N. Application of the many-body theory of atomic transitions to the photoionization of neon and argon. Phys. Rev. A

1977, 15, 2392–2395. [CrossRef]
42. Chang, T.N.; Fano, U. Many-body theory of atomic transitions. Phys. Rev. A 1976, 13, 263–281. [CrossRef]
43. Grant, I.P. Relativistic Quantum Theory of Atoms and Molecules; Springer: New York, NY, USA, 2007. [CrossRef]
44. Jönsson, P.; Gaigalas, G.; Bieron, J.; Fischer, C.F.; Grant, I.P. New version: GRASP2K relativistic atomic structure package. Comput.

Phys. Commun. 2013, 184, 2197–2203. [CrossRef]
45. Han, X.Y.; Gao, X.; Zeng, D.l.; Jin, R.; Yan, J.; Li, J.M. Scaling law for transition probabilities in 2p3 configuration from LS coupling

to jj coupling. Phys. Rev. A 2014, 89, 042514. [CrossRef]
46. Gao, X.; Han, X.Y.; Zeng, D.L.; Jin, R.; Li, J.M. Broken scaling laws of the transition probabilities from jj to LS coupling transitions.

Phys. Lett. A 2014, 378, 1514–1519. [CrossRef]
47. Han, X.Y.; Gao, X.; Zeng, D.L.; Yan, J.; Li, J.M. Ratio of forbidden transition rates in the ground-state configuration of O II. Phys.

Rev. A 2012, 85, 062506. [CrossRef]
48. Kramida, A.; Ralchenko, Y.; Reader, J.; Team, N.A. NIST Atomic Spectra Database (Ver. 5.8); National Institute of Standards and

Technology: Gaithersburg, MD, USA, 2020. Available online: https://physics.nist.gov/asd (accessed on 11 October 2021).
49. Nantel, M.; Ma, G.; Gu, S.; Côté, C.Y.; Itatani, J.; Umstadter, D. Pressure ionization and line merging in strongly coupled plasmas

produced by 100-fs laser pulses. Phys. Rev. Lett. 1998, 80, 4442–4445. [CrossRef]
50. Gu, M.F.; Beiersdorfer, P. Stark shift and width of x-ray lines from highly charged ions in dense plasmas. Phys. Rev. A 2020,

101, 032501. [CrossRef]
51. Marr, G.V. Photoionization Processes in Gases; Academic Press: New York, NY, USA, 1967.
52. Chang, T.N.; Fang, T.K.; Ho, Y.K. One- and two-photon ionization of hydrogen atom embedded in Debye plasmas. Phys. Plasmas

2013, 20, 092110. [CrossRef]
53. Wu, C.S.; Chen, S.M.; Chang, T.N.; Gao, X. Variation of the transition energies and oscillator strengths for the 3C and 3D lines of

the Ne-like ions under plasma environment. J. Phys. B-At. Mol. Opt. Phys. 2019, 52, 185004. [CrossRef]
54. Wu, C.S.; Wu, Y.; Yan, J.; Chang, T.N.; Gao, X. Transition energies and oscillator strengths for the intrashell and intershell

transitions of the C-like ions in a thermodynamic equilibrium plasma environment. Phys. Rev. E 2022, 105, 015206. [CrossRef]

220



Citation: Allende Prieto, C. The

Shapes of Stellar Spectra. Atoms 2023,

11, 61. https://doi.org/10.3390/

atoms11030061

Academic Editors: Sultana N. Nahar

and Guillermo Hinojosa

Received: 6 February 2023

Revised: 8 March 2023

Accepted: 13 March 2023

Published: 20 March 2023

Copyright: © 2023 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

atoms

Article

The Shapes of Stellar Spectra
Carlos Allende Prieto 1,2

1 Instituto de Astrofísica de Canarias, Vía Láctea S/N, E-38205 La Laguna, Tenerife, Spain; callende@iac.es;
Tel.: +34-922-605200

2 Departamento de Astrofísica, Universidad de La Laguna, E-38206 La Laguna, Tenerife, Spain

Abstract: Stellar atmospheres separate the hot and dense stellar interiors from the emptiness of
space. Radiation escapes from the outermost layers of a star, carrying direct physical information.
Underneath the atmosphere, the very high opacity keeps radiation thermalized and resembling a
black body with the local temperature. In the atmosphere the opacity drops, and radiative energy
leaks out, which is redistributed in wavelength according to the physical processes by which matter
and radiation interact, in particular photoionization. In this article, I will evaluate the role of
photoionization in shaping the stellar energy distribution of stars. To that end, I employ simple,
state-of-the-art plane-parallel model atmospheres and a spectral synthesis code, dissecting the effects
of photoionization from different chemical elements and species, for stars of different masses in the
range of 0.3 to 2 M�. I examine and interpret the changes in the observed spectral energy distributions
of the stars as a function of the atmospheric parameters. The photoionization of atomic hydrogen
and H− are the most relevant contributors to the continuum opacity in the optical and near-infrared
regions, while heavier elements become important in the ultraviolet region. In the spectra of the
coolest stars (spectral types M and later), the continuum shape from photoionization is no longer
recognizable due to the accumulation of lines, mainly from molecules. These facts have been known
for a long time, but the calculations presented provide an updated quantitative evaluation and insight
into the role of photoionization on the structure of stellar atmospheres.

Keywords: stars; stellar atmospheres; opacity

1. Introduction

Starlight escapes from the atmospheres of stars, which become optically thin at differ-
ent heights depending on the wavelength. The main effect causing photon absorption in
stellar atmospheres is photoionization. As a result, this process reshapes the spectral energy
distribution of stars, which in deeper layers must resemble black bodies, and dictates the
details of how their colors change with surface temperature (or mass). In what follows, the
discussion will be focused on stars with masses between 0.3 and about 2 M�. There are of
course stars with less (down to the minimum mass for hydrogen burning, about 0.07 M�),
and more mass (probably up to ∼ 100 M�), but most stars are included in this range.

Photoionization in stellar atmospheres is mainly associated with hydrogen atoms and
closely related ions, in particular H−, which is a dominant source of absorption for solar-
type stars. This is not surprising since 80% of the stellar mass is usually hydrogen, and the
remaining is mostly helium, with less than 2% left for the rest of the elements. Hydrogen
photoionization imprints a series of discontinuities on stellar spectra, related to the various
atomic levels: the Lyman (n = 1), Balmer (n = 2), Paschem (n = 3), Brackett (n = 4), Pfund
(n = 5), etc. series, visible at wavenumbers of RH/n2, where RH is the Rydberg constant,
or wavelengths of 912, 3646, 8204, 14580, 22790 Å, etc. In thermodynamical equilibrium,
the Saha equation shows that the ionization fraction for H is inversely proportional to the
electron density, and therefore higher electron pressure, as present on a main-sequence star,
burning hydrogen in its core, compared to an evolved giant star, leads to less ionization of
H and more pronounced photoionization jumps.
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For most stars, there is a competition between the opacity from photoionization of
atomic H and H− at optical and infrared wavelenghts, and depending on this, the H series
jumps become more or less prominent. In the infrared region, from λ ∼ 16,000 Å onwards,
free-free (inverse bremsstrahlung) typically overcomes bound-free (photoionization) for
H−. In the ultraviolet region, the situation becomes much more complex, since there are
multiple, heavier elements that become important contributors to the opacity through
ionization; usually carbon, sodium, magnesium, aluminum, silicon, and iron become very
important at different wavelengths.

Reports from the 1970s to the 1990s claimed a significant mismatch between models
and observations in the ultraviolet for the Sun, suggesting a missing opacity source. More
recent studies (see, e.g., [1–3]) claimed to have identified the source as iron, at least in part
associated with autoionizing lines missed in the earliest calculations.

Nevertheless, the far UV spectrum of solar-like stars is very hard to model, since the
accumulated opacity makes photons to escape from the upper atmosphere (chromosphere,
transition region, and corona), rather than the much-better-understood and easier-to-model
photosphere. In those high layers, the low density, high temperatures, and the presence
of magnetic fields complicate physical modeling. For moderately warmer stars, on the
other hand, such as B-type stars, UV light escapes from deeper, photospheric, layers, which
are simpler.

This paper, devoted to the role of photoionization in shaping stellar spectra, will first
describe the data sources and codes used in our calculations. In Section 3, I dissect the
various contributors to the opacity in the atmospheres of the Sun and other types of stars.
Section 4 will test the models against selected high-quality spectrophotometric observations,
giving us an idea of the realism of the models, as well as their limitations. Section 5
examines the sensitivity of the stellar continuum to changes in the main atmospheric
parameters: surface effective temperature, surface gravity, and metallicity1 (the fraction of
heavy elements). The paper closes with a short summary and conclusions in Section 6.

2. Adopted Data

In the calculations below, we adopt classical 1D plane-parallel model atmospheres
from the MARCS [4,5] and Kurucz ([3] and updates) grids—see also [6] for the most recent
incarnations. The theory of stellar atmospheres is laid out in detail, for example, in the
textbook [7].

The sources of atomic data adopted for the opacity and synthetic spectra computed are
mostly those described in [8], with some updates. Photoionization cross-sections are from
TOPBASE [9] for all the elements considered but iron, which are from [10,11]. Bound-free
and free-free absorption was also considered for H−, H+

2 , He−, CH, OH, H−2 , as well as
collisionally induced opacity from H2-H2, H2-He, H2-H, and H-He. Rayleigh scattering on
atomic hydrogen and helium, H2, and the wings of Lyman alpha were also included.

Atomic line data are from the most recent files from Kurucz’s website2 updated with
damping constants from [12,13]. Kurucz’s website (and references therein) is also the
source for the molecular line data, including H2, CH, C2, CN, CO, NH, OH, MgH, SiH, SiO,
AlO, CaH, CaO, CrH, FeH, MgO, NaH, SiH, and VO, with the exception of Exomol data
employed for TiO [14] and H2O [15].

The actual calculations were performed with the latest version of the code Synspec [16,17].
The data and the code used are bundled with the Python wrapper Synple3 [16], version 1.2.

3. Atmospheric Opacity

A star is a fairly independent entity, kept together by its own gravitational pull, and
for most of its life producing its own energy through nuclear fusion in the core, where
the temperature reaches tens of millions of degrees. Ionization is very high throughout
the stellar interior up to the surface, where the temperature drops under T ∼ 10,000 K,
hydrogen becomes neutral, the electron density falls dramatically, and with it the material
becomes transparent and radiation escapes.
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The opacity at the stellar surface shapes the stellar spectrum, which is mainly due to
the photoionization and inverse bremsstrahlung of the first few ionization stages of the
most abundant elements, chiefly hydrogen and, in solar-type stars or cooler types, H− and
other molecules (see, e.g., [18]).

The top panel of Figure 1 illustrates the run of temperature vs. density in the atmo-
sphere of a solar-like star. The point marked with a circle is just above the layers where the
temperature of the star matches its effective temperature (Teff, defined as that of a black
body with the same radiative flux F = σT4

eff, where σ is the Stefan-Boltzmann constant, and
from where the optical continuum is escaping. The bottom panel of the figure shows the
total (blue) and photoionization (plus bremsstrahlung) (orange) opacity at the chosen point
(T = 5100 K, ρ = 1× 10−7 g cm−3).

As we mentioned in the introduction, the smooth curve that dominates the continuum
opacity between 4000 and 16,000 Å is due to the photoionization of H−, while the rising
continuum curve at longer wavelengths is due to H− bremsstrahlung. In the UV region,
photoionization from abundant neutral and singly ionized elements is responsible for the
ragged and rapidly increasing continuum opacity. For each ion, the total opacity is the sum
of the contributions from multiple levels. The height over the continuum reached by many
of the lines suggests that line opacity is dominant, but most of these lines are narrow, with
an FWHM of a fraction of an Ångstrom, and the shape of the stellar spectrum is, at least in
the optical and near-infrared regions, dominated by photoionization.

Figure 2 dissects the continuum opacity, for the same conditions in the solar atmo-
sphere adopted in Figure 1, into the various atomic and molecular contributors. Neutral
carbon, magnesium, aluminum, silicon, and iron show up as the most important absorbers
in the UV region. However, while the important role of iron at λ < 3000 Å and magnesium
at λ < 2500 Å is undeniable, the dramatic Increase in opacity, not only due to photoioniza-
tion but also through the accumulation of transitions at these wavelengths, shifts the layers
from which UV radiation escapes higher up, and the importance of some of the ionization
edges is hard to assess in practice.

Figure 1. Cont.
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Figure 1. (Upper panel) Relationship between temperature and density in the atmosphere of a
solar-like star (Teff = 5777 K, log g = 4.437 with g in cm s−2, and the chemical abundances given
in [19]) from a plane-parallel model in Local Thermodynamical Equilibrium. The indicated point is
just slightly higher than optical depth unity, corresponding to ρ ' 1.2× 10−7 g cm−3 and T ' 5100 K.
(Lower panel) Continuous (photoionization plus bremsstrahlung; orange) and total opacity for the
point in the T-ρ run marked in the top panel.

This picture may be incomplete, since the list of ions included in the calculations is
not exhaustive, and has in practice been limited to those for which there are calculations
available from the Opacity Project and the Iron Project. Furthermore, some of the opacity
due to autoionization lines may be included twice as line transitions and resonances in the
photoionization cross sections.

The agreement with observations (see Section 4) suggests the major contributors
to opacity in stellar atmospheres have been identified, but there may be modestly or
moderately important contributors missing. In a recent paper [20] it has been pointed out
that the free-free opacity cross-section for negative positronium ions (the equivalent of H−

for a positronium instead of a H atom) would be larger than that of H− in the infrared for
the solar atmosphere. Nonetheless, the lack of knowledge of the abundance of positrons
in the solar atmosphere makes it hard to assess how much relevance such a contribution
would make to the total opacity.
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Figure 2. Bound-free Author Ok and free-free opacity associated with individual elements for
ρ ' 1.2× 10−7 g cm−3 and T ' 5100 K. The continuous opacity for H− and H+

2 is also shown.

Figure 3 repeats the information displayed in Figure 1 for the Sun (shown here in
orange), but also includes a model for an A-type star Teff = 9800 K) and a much cooler
M-type star (Teff = 3500 K). As before, we have chosen atmospheric depths representative
of the regions where the optical continuum escapes. The lower panel shows the photoion-
ization (and bremsstrahlung) opacity for the three stars with dashed lines. For the hot
(A-type, blue) and cool stars (M-type, red), the total opacity, including lines, is also shown.

The continuum of the M-type star is, like for the Sun, shaped by H− photoionization
between 4000 and 16,000 Å. H− free-free opacity dominates at longer wavelengths, and the
photoionization of heavier elements (and electron scattering) is most relevant in the UV.
However, line absorption severely blocks much of the continuum flux. The continuum of
the warmer A-type star, on the other hand, shows the characteristic shape of the hydrogenic
photoionization cross-section, proportional to λ3 [21] , with discontinuities corresponding
to the minimum ionization energies for each of the n = 1, 2, 3, . . ., etc. levels. Note that the
H− bremsstrahlung opacity shares the same slope [22] .

Line absorption is progressively reduced as the surface temperature of the star in-
creases, due to the ionization of the main line absorbers, chiefly atomic iron. It is quite
obvious in Figure 3 that the lines add sharp opacity peaks on top of the continuum for
the A-type star, while the lower edge of the line absorption appears detached from the
continuum opacity for the cooler M-type star, indicative of a massive accumulation of lines
that overlap, mainly from molecules such as CH, CN, CO, OH, and TiO.
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Figure 3. Similar to Figure 1 for the main sequence M-type (Teff = 3500 K) and A-type stars
(Teff = 9800). The continuum opacity is shown with dashed lines. The total (including lines) opacity
is omitted for the solar case since it is already shown in Figure 1. The representative data correspond
to (ρ ' 0.8× 10−9 g cm−3, T ' 8600 K) in the case of the A-type star and (ρ ' 1.8× 10−6 g cm−3,
T ' 3200 K) for the M-type star.

4. Observations

A sanity check is always necessary, for which we may use the solar spectrum. Never-
theless, it turns out that performing observations of the solar absolute flux poses notable
difficulties related to its overwhelming brightness, large angular size on the sky, and
the hurdles to calibrate the observations using laboratory sources or sky sources such as
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standard stars. This is not to say that such observations have not been made. They, in
fact, keep being made with regularity, motivated by the need to understand the amount
and variability of the solar radiation impacting the Earth (see, e.g., [23,24]), but to our
knowledge, there is no solar spectrum of reference available with a reliable calibration over
a very broad spectral range.

An alternative is offered by the various solar analogs identified over the years, largely
with the motivation of performing differential determinations of chemical abundances,
which benefit from the cancelation of systematic errors inherent to that type of analysis. The
star 18 Sco is the nearest such star available and has been studied in detail. Broad-coverage
spectroscopy from the Hubble Space Telescope is available for this target, with high-quality
absolute fluxes (see, e.g., [25]).

This star is close enough and bright enough that it has been observed with an interfer-
ometer, and its angular diameter has been resolved and measured to be θ = 0.6759± 0.0062
milliarcseconds [26]. The Gaia parallax for this star is 70.7371± 0.0631 milliarcseconds,
implying it is at a distance d of 14.14± 0.01 parsecs, and it has a radius of R = θ/2× d =
1.027± 0.001R�. The precision of the angular diameter, good to 1%, allows us to scale
the model fluxes, computed at the stellar surface, and compare them to the flux mea-
sured for the star. Figure 4 illustrates this exercise, using a solar model (Teff = 5777 K,
log g = 4.437, and the chemical composition from [19], [Fe/H]= 0—very close to the
parameters for 18 Sco published from [26]: Teff = 5817± 4 K, log g = 4.448± 0.012, and
[Fe/H] = 0.052± 0.005), showing excellent agreement, except at the shortest wavelengths
(λ < 2300), where multiple assumptions built in the models break down.

Figure 4. Observed (blue) and model (orange) spectra for the solar twin 18 Sco. The model has been
scaled using the determination of the star’s angular diameter from [26].

The light at wavelengths shorter than about 2000 Å escapes from very high atmo-
spheric layers, where the classical model atmospheres we have adopted are no longer
realistic due mainly to departures from Local Thermodynamical Equilibrium, the break-
down of the assumption of hydrostatic equilibrium, and the relevance of magnetic fields,
which are ignored. An ad hoc chromospheric temperature increase was thought in the
1970s to solve the flux discrepancies found for the Sun at short wavelengths [27,28], but
hydrostatic models cannot explain many of the observations such as the strength of CO
bands [29].
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A couple of features are noteworthy in Figure 4. At about 2500 Å a break is apparent,
and a second one is visible near 2100 Å. These sudden reductions in flux correspond to the
abrupt increases in opacity due to atomic magnesium and atomic aluminum, respectively.
Other features from photoionization edges one may expect based on Figure 2 are not really
visible, most likely, as pointed out above, due to the opacity enhancement shifting the
region from which the continuum flux escapes to layers higher up in the atmosphere. The
continuum changes in slope at about 4000 Å, longwards of which H− photoionization
dominates, and 16,000 Å, where H− bremsstrahlung becomes the main contributor to the
continuum opacity.

The brightest star in the sky, Sirius, is a good example of an A-type star, and its
spectrum is included among the high-quality observations from the Hubble Space Tele-
scope [30]. The star has a white dwarf companion that is irrelevant to our discussion. Its
parallax is 379.21± 1.58 milliarseconds, or a distance of 2.637 pc. The angular diameter has
been measured by [31] to be θ = 6.039± 0.019 milliarcsends, and more recently confirmed
by ([32] as θ = 6.041± 0.017 milliarconds). Figure 5 shows the observed spectrum (blue)
confronted with a model (orange) with Teff = 10,000 K, log g = 4.0 and (Fe/H]) = 0 ([32]
adopted for this star Teff = 9845 K, log g = 4.25 and [Fe/H] = +0.5, where the two latter
parameters are inherited from [33]).

Figure 5. Observed (blue) and model (orange) spectra for the A-type Sirius A. The model has been
scaled using the determination of the star angular diameter by [32].

The jumps in flux due to the photoionization of hydrogen are quite obvious at about
900 Å (n = 1), 3700 Å (n = 2), and 8200 Å (n = 3), becoming progressively weaker. The
drop in flux at about 1300 Å is due to carbon photoionization, and there is a smaller drop
at about 1500 Å caused by Si photoionization. The very strong lines at about 1200 Å are
a blend of Lα (H n = 2 to n = 1 transition) with S I lines on the blue side. The cores
of the H lines are deeper in the models than in the data, which could be a limitation in
the models, although departures from Local Thermodynamic Equilibrium work in the
opposite sense and can therefore be excluded (e.g., [34]), or an issue with scattered light in
the observations.

As an example of a cool star, we have chosen Gliese 555, a well-studied red dwarf star
with an effective temperature of about 3200 K. This star is one of the few M dwarfs included
in the Hubble Space Telescope sample with accurate fluxes, but unfortunately is not among
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the short list of M dwarfs with measured angular diameters. Nonetheless, Ref. [35] have
built a relation between the infrared luminosity of M dwarfs and their radii, using the stars
with interferometric angular diameters, and arrived at R = 0.310± 0.013R� for GJ 555,
which, combined with the Gaia parallax, leads to θ = 0.461± 0.019 milliarcseconds.

Figure 6 compares the observations with a model for Teff = 3200 K, log g = 5 and
[Fe/H]= 0 ([35] give Teff = 3211 K, log g = 4.89 and [Fe/H]= +0.17), showing fair
agreement. The parameters appear to be appropriate, and so is the angular diameter,
but the model’s imperfections are much more significant than in the cases of 18 Sco and
Sirius. The complexity of the model is significantly higher due to the pervasive presence of
molecules in the atmosphere of this star. As one would expect from the analysis in Section 3,
and in particular from Figure 3, the shape of the spectra of this type of star is dominated by
the presence of molecular bands of MgH, TiO, VO, and CaH, as well as very strong lines
from low-lying levels of Na I (5900 Å and 8190 Å), K I (7680 Å), and Ca I (4227 Å).

Figure 6. Observed (blue) and model (orange) spectra for the M-type dwarf star GJ 555. The model
has been scaled using the estimated stellar radius from [35] and the Gaia DR3 parallax for the star.

5. Diagnostics

Most relevant for the study of stars and understanding their properties is how opacity
in general and photoionization in particular vary depending upon the properties of the star.

The fundamental stellar parameters are mass and radius, plus age and chemical
composition. To the zeroth-order, mass determines the fate of a star, including how long
its life will be, what chemical elements it will be able to produce in its interior by nuclear
fusion, and how it will die, with the most typical outcomes being a core-collapse supernova
leaving behind a black hole or a neutron star or nothing for M > 8M�, or a white dwarf
for lower-mass stars. Nevertheless, from the point of view of the spectrum of a star, the
most relevant parameters are the star’s surface (or effective) temperature, its surface gravity,
and its chemical composition.
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In the longest phase of the life of a star, the main sequence, it fuses hydrogen in its core
to produce helium. In this period, the mass correlates perfectly with surface temperature:
the more massive the star, the warmer the surface temperature. This is therefore the main
atmospheric parameter that controls how the spectrum of the star looks, as illustrated in
Figures 4–6. we now examine the impact of the other two parameters on the structure of
the stellar atmosphere and the shape of the spectrum.

I have already discussed the situation for cool, M-type stars, where H− photoionization
is still the main contributor to the continuum opacity in the optical and near-infrared, but
the line absorption due to molecules dominates the opacity. In what follows, we will
discuss the other two warmer cases considered in our previous examples: a solar-like star
and an A-type star.

In the top panel of Figure 7, we can see the run of the main thermodynamical quantities
for a solar-like star with Rosseland optical depth, which is a weighted mean of the integrated
opacity along the atmosphere down to a given depth, and gives a very useful reference axis
when studying optical properties. There are three models shown in the figure: a reference
solar-like model (in blue), another with 0.5 dex higher gravity (orange), and a third, which,
in addition to the higher gravity, has a higher metal content ([Fe/H] = +0.5). The bottom
panel of the figure shows the corresponding model spectra.

Our models assume that the atmosphere is in hydrostatic equilibrium

dP
dm

= g, (1)

where P is the gas pressure (turbulent and radiation pressure are negligible for this type
of atmosphere), m is the mass colum, and g is the gravitational acceleration g = GM/R2.
An increase in gravity compresses the atmosphere, enhancing the pressure, while keeping
the fractional contribution from electrons (Pe) to it at a similar level (10−4, except in the
deepest layers where H begins to be ionized). The effect of this change on the continuum
opacity is negligible, since the abundance of H−, proportional to Pe, increases only mildy,
while Pe/P stays nearly constant.

On the other hand, an additional increase in the abundance of the heavy elements has
a profound impact on the near-UV opacity, due to the importance of iron and magnesium
photoionization, and the increase in iron (and other metal) lines, and the UV flux is
consequently reduced. The enhanced UV opacity cools down the outer atmospheric layers
and heats the deepest ones (an effect known as backwarming). There is a small increase in
the electron pressure, partly from the increase in the abundance of electron donors such as
sodium, magnesium, calcium, and iron, which would in principle boost the optical and
near-IR opacity, therefore reducing the flux at those wavelengths, but the effect observed is
exactly the opposite. This is in part due to the fact that the relative enhancement of electron
pressure in high atmospheric layers disappears when reaching the continuum-forming
layers at the Rosseland optical depth near unity. Furthermore, an increase in continuum
opacity does not necessarily imply a reduction in flux, since the model needs to self-adjust
to satisfy energy conservation, which for these three models imposes that the flux integrated
over all wavelengths must be the same

∫ ∞

0
Fλdλ = F = σT4

eff, (2)

and therefore a decrease in the UV flux has to be compensated at other wavelengths.
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Figure 7. (Upper panel) Run of various thermodynamical quantities (clockwise: temperature, elec-
tron pressure (Pe), gas pressure (P) and their ratio (Pe/P)) with the Rosseland mean opacity for
model atmospheres for a solar-like star (Teff = 5777 K). (Lower panel) Predicted emergent flux at the
atmospheric surface for the models in the upper panels (no scaling is necessary, since we are only
comparing models).

The situation for an A-type star such as Sirius, illustrated in Figure 8, is different. Here,
H− plays only a minor role in the continuum opacity, and hydrogen atoms are the main
contributors in the optical and near-infrared regions. An increase in surface gravity leaves
the run of temperature with optical depth unchanged but compresses the atmosphere,
enhancing the gas pressure and, to a lesser extent, the electron density, with an overall
reduction in the electron’s partial pressure. An additional increase in the abundances of the
heavy elements does not change the atmospheric structure much.

In the lower panel of Figure 8, we can appreciate how the changes described affect
the emergent radiative flux. The boost in pressure associated with the increase in surface
gravity broadens the lines somewhat , both the hydrogen lines and other strong features.
The pressure enhancement and the subsequent reduction in the electron partial pressure
increases the ionization and dampens slightly the hydrogen photoionization, as clearly
visible in the Balmer (3700 Å) and the Paschem (8500 Å) jumps. An enhancement in the
metal abundance noticeably affects the UV absorption, in this case mainly due to (ionized)
iron photoionization, reducing the UV flux, which is compensated with a slightly increase
at other wavelengths to keep the integrated flux constant.
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Figure 8. (Upper panel) Run of various thermodynamical quantities (clockwise: temperature, elec-
tron pressure (Pe), gas pressure (P), and their ratio (Pe/P)) with the Rosseland mean opacity for
model atmospheres for an A-type star (Teff = 9750 K). (Lower panel) Predicted emergent flux at the
atmospheric surface for the models in the upper panels.

6. Summary and Conclusions

We have used a state-of-the-art code for computing synthetic spectra and standard
plane-parallel model atmospheres to evaluate the role of photoionization in shaping the
spectral energy distributions of stars.

The photoionization of atomic hydrogen or the H− ion are a dominant source of
opacity in the optical and infrared regions in stars with one solar mass or more. While
H− remains a dominant contributor to the optical/infrared continuum opacity, molecular
line opacity becomes more important in cooler (usually less massive) stars and causes
a significant redistribution of the emergent flux. This makes it harder to model stellar
spectra of M-type dwarfs, which are the most common stars across the Milky Way, than
warmer stars.

The ultraviolet spectra of most stars are dominated by photoionization from heavier
elements (magnesium, aluminum, silicon, and iron), as well as atomic line absorption. In
models of solar-type stars, the ultraviolet opacity seems to be accounted for appropriately,
although a more exhaustive study is necessary to make sure that (a) no important contribu-
tors are missed (e.g., photoionization from elements with similar atomic mass or heavier
than iron), and (b) no opacity sources are counted twice, (e.g., autoionization lines being
included in the atomic line list and in the photoionization cross-sections).
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The illustrative examples given in this paper can serve as a starting point for new,
deeper, investigations, looking at the sources of opacity in various types of stars. Improving
our understanding of the atmospheric opacity paves the way to refining the agreement
between the observed spectral energy distributions of stars and model predictions, which
are key to our ability to infer stellar properties, such as mass, radius, luminosity, chemical
composition, etc., from observations.
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Notes
1 The usual convention in astronomy is used for this parameter, which prescribes that all the elements heavier than He are changed in

the same ratio relative to their solar abundances, and that ratio is quantified with the parameter [Fe/H] = log
(

NFe
NH

)
− log

(
NFe
NH

)
�

,

where NX is the number density for the element X.
2 kurucz.harvard.edu accessed on 25 October 2022, file gfall08oct17.dat.
3 github.com/callendeprieto/synple accessed on 13 January 2023.

References
1. Kurucz, R.L. “Finding” the “missing” solar ultraviolet opacity. Rev. Mex. Astron. Astrofis. 1992, 23, 181–186.
2. Gustafsson, B. Opacity incompleteness and atmospheres of cool stars. Highlights Astron. 1995, 10, 579. [CrossRef]
3. Castelli, F.; Kurucz, R.L. Is missing Fe I opacity in stellar atmospheres a significant problem? Astron. Astrophys. 2004, 419, 725–733.

[CrossRef]
4. Gustafsson, B.; Bell, R.A.; Eriksson, K.; Nordlund, A. A grid of model atmospheres for metal-deficient giant stars. I. Astron.

Astrophys. 1975, 42, 407–432.
5. Gustafsson, B.; Edvardsson, B.; Eriksson, K.; Jørgensen, U.G.; Nordlund, Å.; Plez, B. A grid of MARCS model atmospheres for

late-type stars. I. Methods and general properties. Astron. Astrophys. 2008, 486, 951–970. [CrossRef]
6. Mészáros, S.; Allende Prieto, C.; Edvardsson, B.; Castelli, F.; Pérez, A.E.G.; Gustafsson, B.; Majewski, S.R.; Plez, B.; Schiavon, R.;

Shetrone, M.; et al. New ATLAS9 and MARCS Model Atmosphere Grids for the Apache Point Observatory Galactic Evolution
Experiment (APOGEE). Astron. J. 2012, 144, 120. [CrossRef]

7. Hubeny, I.; Mihalas, D. Theory of Stellar Atmospheres. An Introduction to Astrophysical Non-Equilibrium Quantitative Spectroscopic
Analysis; Princeton University Press: Princeton, NJ, USA, 2014. ISBN 9780691163284.

8. Allende Prieto, C.; Koesterke, L.; Hubeny, I.; Bautista, M.A.; Barklem, P.S.; Nahar, S.N. A collection of model stellar spectra for
spectral types B to early-M. Astron. Astrophys. 2018, 618, A25. [CrossRef]

9. Seaton, M.J. The Opacity Project; Institute of Physics Publishing: Bristol, UK, 1995.
10. Bautista, M.A. Atomic data from the IRON Project. XX. Photoionization cross sections and oscillator strengths for Fe I.

Astron. Astrophys. Suppl. Ser. 1997, 122, 167–176. [CrossRef]
11. Nahar, S.N. Atomic data from the Iron Project. VII. Radiative dipole transition probabilities for Fe II. Astron. Astrophys. 1995,

293, 967–977.
12. Barklem, P.S.; Aspelund-Johansson, J. The broadening of Fe II lines by neutral hydrogen collisions. Astron. Astrophys. 2005,

435, 373–377. [CrossRef]

233



Atoms 2023, 11, 61

13. Barklem, P.S.; Piskunov, N.; O’Mara, B.J. A list of data for the broadening of metallic lines by neutral hydrogen collisions. Astron.
Astrophys. Suppl. Ser. 2000, 142, 467–473. [CrossRef]

14. McKemmish, L.K.; Masseron, T.; Hoeijmakers, H.J.; Pérez-Mesa, V.; Grimm, S.L.; Yurchenko, S.N.; Tennyson, J. ExoMol molecular
line lists—XXXIII. The spectrum of Titanium Oxide. Mon. Not. R. Astron. Soc. 2019, 488, 2836–2854. [CrossRef]

15. Polyansky, O.L.; Kyuberis, A.A.; Zobov, N.F.; Tennyson, J.; Yurchenko, S.N.; Lodi, L. ExoMol molecular line lists XXX: A complete
high-accuracy line list for water. Mon. Not. R. Astron. Soc. 2018, 480, 2597–2608. [CrossRef]

16. Hubeny, I.; Allende Prieto, C.; Osorio, Y.; Lanz, T. TLUSTY and SYNSPEC Users’s Guide IV: Upgraded Versions 208 and 54.
arXiv e-prints 2021. [CrossRef]

17. Hubeny, I.; Lanz, T. A brief introductory guide to TLUSTY and SYNSPEC. arXiv e-prints 2017. [CrossRef]
18. Gray, D.F. (Ed.) The Observation and Analysis of Stellar Photospheres, 4th ed.; Cambridge University Press: Cambridge, UK, 2022.
19. Asplund, M.; Grevesse, N.; Sauval, A.J. The Solar Chemical Composition. In Cosmic Abundances as Records of Stellar Evolution and

Nucleosynthesis in Honor of David L. Lambert: Proceedings of a Symposium Held in Austin, Texas, USA, 17–19 June 2004; Barnes, T.G., III,
Bash, F.N., Eds.; Astronomical Society of the Pacific: San Francisco, CA, USA, 2004.

20. Bhatia, A.K.; Pesnell, W.D. A Note on the Opacity of the Sun’s Atmosphere. Atoms 2020, 8, 37. [CrossRef]
21. Kramers, H.A. On the theory of X-ray absorption and of the continuous X-ray spectrum. Phil. Mag. 1923, 46, 836. [CrossRef]
22. Geltman, S. Continuum States of H− and the Free-Free Absorption Coefficient. Astrophys. J. 1965, 141, 376. [CrossRef]
23. Floyd, L.E.; Morrill, J.S.; McMullin, D.R. Solar UV Spectral Irradiance Measurements at 0.15 nm Resolution by SUSIM. In Proceed-

ings of the AGU Fall Meeting Abstracts, San Francisco, CA, USA, 5–9 December 2011.
24. Snow, M.; McClintock, W.E.; Woods, T.N.; Elliott, J.P. SOLar-STellar Irradiance Comparison Experiment II (SOLSTICE II):

End-of-Mission Validation of the SOLSTICE Technique. Sol. Phys. 2022, 297, 55. [CrossRef]
25. Bohlin, R.C. CALSPEC: HST Spectrophotometric Standards at 0.115 to 32 µm with a 1% Accuracy Goal. In Proceedings of the

International Astronomical Union General Assembly, Vienna, Austria, 20–31 August 2018; pp. 449–453. [CrossRef]
26. Bazot, M.; Ireland, M.J.; Huber, D.; Bedding, T.R.; Broomhall, A.-M.; Campante, T.L.; Carfantan, H.; Chaplin, W.J.; Elsworth, Y.; et al.

The radius and mass of the close solar twin 18 Scorpii derived from asteroseismology and interferometry. Astron. Astrophys. 2011,
526, L4. [CrossRef]

27. Vernazza, J.E.; Avrett, E.H.; Loeser, R. Structure of the Solar Chromosphere. Basic Computations and Summary of the Results.
Astrophys. J. 1973, 184, 605–632. [CrossRef]

28. Vernazza, J.E.; Avrett, E.H.; Loeser, R. Structure of the solar chromosphere. II. The underlying photosphere and temperature-
minimum region. Astrophys. J. Suppl. Ser. 1976, 30, 1–60. [CrossRef]

29. Ayres, T.R. Does the Sun Have a Full-Time COmosphere? Astrophys. J. 2002, 575, 1104–1115. [CrossRef]
30. Bohlin, R.C. Hubble Space Telescope CALSPEC Flux Standards: Sirius (and Vega). Astron. J. 2014, 147, 127. [CrossRef]
31. Kervella, P.; Thévenin, F.; Morel, P.; Bordé, P.; DiFolco, E. The interferometric diameter and internal structure of Sirius A.

Astron. Astrophys. 2003, 408, 681. [CrossRef]
32. Davis, J.; Ireland, M.J.; North, J.R.; Robertson, J.G.; Tango, W.J.; Tuthill, P.G. The Angular Diameter and Fundamental Parameters

of Sirius A. Publ. Astron. Soc. Aust. 2011, 28, 58. [CrossRef]
33. Cohen, M.; Walker, R.G.; Barlow, M.J.; Deacon, J.R. Spectral Irradiance Calibration in the Infrared. I. Ground-Based and IRAS

Broadband Calibrations. Astron. J. 1992, 104, 1650. [CrossRef]
34. Przybilla, N.; Butler, K. Non-LTE Line Formation for Hydrogen Revisited. Astrophys. J. 2004, 609, 1181–1191. [CrossRef]
35. Mann, A.W.; Feiden, G.A.; Gaidos, E.; Boyajian, T.; von Braun, K. How to Constrain Your M Dwarf: Measuring Effective

Temperature, Bolometric Luminosity, Mass, and Radius. Astrophys. J. 2015, 804, 64. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

234



MDPI AG
Grosspeteranlage 5

4052 Basel
Switzerland

Tel.: +41 61 683 77 34

Atoms Editorial Office
E-mail: atoms@mdpi.com

www.mdpi.com/journal/atoms

Disclaimer/Publisher’s Note: The title and front matter of this reprint are at the discretion of the Guest

Editors. The publisher is not responsible for their content or any associated concerns. The statements,

opinions and data contained in all individual articles are solely those of the individual Editors and

contributors and not of MDPI. MDPI disclaims responsibility for any injury to people or property

resulting from any ideas, methods, instructions or products referred to in the content.





Academic Open 
Access Publishing

mdpi.com ISBN 978-3-7258-2672-8


