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ABSTRACT
The relation between galaxy stellar mass and gas-phase metallicity is a sensitive diagnostic of the main pro-
cesses that drive galaxy evolution, namely cosmological gas inflow, metal production in stars, and gas outflow
via galactic winds. We employed the direct method to measurethe metallicities of∼200,000 star-forming
galaxies from the SDSS that were stacked in bins of (1) stellar mass and (2) both stellar mass and star for-
mation rate (SFR) to significantly enhance the signal-to-noise ratio of the weak [OIII ] λ4363 and [OII ]
λλ7320, 7330 auroral lines required to apply the direct method. These metallicity measurements span three
decades in stellar mass from log(M⋆/M⊙) = 7.4–10.5, which allows the direct method mass–metallicity relation
to simultaneously capture the high-mass turnover and extend a full decade lower in mass than previous studies
that employed more uncertain strong line methods. The direct method mass-metallicity relation rises steeply
at low mass (O/H∝ M⋆

1/2) until it turns over at log(M⋆/M⊙) = 8.9 and asymptotes to 12 + log(O/H) = 8.8
at high mass. The direct method mass–metallicity relation has a steeper slope, a lower turnover mass, and a
factor of two to three greater dependence on SFR than strong line mass–metallicity relations. Furthermore, the
SFR-dependence appears monotonic with stellar mass, unlike strong line mass–metallicity relations. We also
measure the N/O abundance ratio, an important tracer of starformation history, and find the clear signature of
primary and secondary nitrogen enrichment. N/O correlatestightly with oxygen abundance, and even more so
with stellar mass.
Keywords:Galaxies: general — Galaxies: abundances — Galaxies: ISM — Galaxies: evolution — Galaxies:

stellar content — ISM: abundances

1. INTRODUCTION

Galaxy metallicities are one of the fundamental observa-
tional quantities that provide information about their evolu-
tion. The metal content of a galaxy is governed by a complex
interplay between cosmological gas inflow, metal production
by stars, and gas outflow via galactic winds. Inflows dilute
the metallicity of a galaxy in the short term but provide the
raw fuel for star formation on longer timescales. This gas
turns into stars, which convert hydrogen and helium into heav-
ier elements. The newly formed massive stars inject energy
and momentum into the gas, driving large-scale outflows that
transport gas and metals out of the galaxy. The ejected metals
can escape the gravitational potential well of the galaxy toen-
rich the intergalactic medium or reaccrete onto the galaxy and
enrich the inflowing gas. This cycling of baryons in and out
of galaxies directly impacts the stellar mass (M⋆), metallicity
(Z), and star formation rate (SFR) of the galaxies. Thus, the
galaxy stellar mass–metallicity relation (MZR) and the stellar
mass–metallicity–SFR relation serve as crucial observational
constraints for galaxy evolution models that attempt to under-
stand the build up of galaxies across cosmic time. Here we
present new measurements of the MZR and theM⋆–Z–SFR
relation that span three orders of magnitude in stellar mass
with metallicities measured with the direct method.

The first indication of a correlation between mass and
metallicity came when Lequeux et al. (1979) demonstrated
the existence of a relation between total mass and metallic-
ity for irregular and blue compact galaxies. Subsequent stud-
ies showed that metallicity also correlates with other galaxy
properties, such as luminosity (Rubin et al. 1984) and rota-
tion velocity (Zaritsky et al. 1994; Garnett 2002). The ad-
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vent of reliable stellar population synthesis models (Bruzual
& Charlot 2003) enabled more accurate stellar mass mea-
surements from spectral energy distributions. Tremonti etal.
(2004, hereafter T04) showed the existence of a tight corre-
lation between galaxy stellar mass and metallicity amongst
∼53,000 galaxies from the Sloan Digital Sky Survey (SDSS;
York et al. 2000) DR2 (Abazajian et al. 2003) based on the tel-
lar mass measurements from Kauffmann et al. (2003a). The
T04 MZR increases as roughly O/H∝M⋆

1/3 from M⋆ = 108.5–
1010.5 M⊙ and then flattens aboveM⋆ ∼1010.5 M⊙. They
found that the scatter in the MZR was smaller than the scatter
in the luminosity–metallicity relation and concluded thatthe
MZR was more physically motivated. Lee et al. (2006) ex-
tended the MZR down another∼2.5 dex in stellar mass with
a sample of local dwarf irregular galaxies. The scatter and
slope of the Lee et al. (2006) MZR are consistent with the
T04 MZR (c.f., Zahid et al. 2012a), but the Lee et al. (2006)
MZR is offset to lower metallicities by 0.2–0.3 dex. This off-
set is likely because T04 and Lee et al. (2006) use different
methods to estimate metallicity. Later work by Ellison et al.
(2008) discovered that galaxies with high SFRs (and larger
half-light radii) are systematically offset to lower metallici-
ties than more weakly star-forming galaxies at the same stel-
lar mass. Mannucci et al. (2010) and Lara-López et al. (2010)
studied this effect in a systematic fashion and demonstrated
that the scatter in the MZR is reduced further by accounting
for SFR. Mannucci et al. (2010) introduced the concept of the
fundamental metallicity relation (FMR) by parametrizing the
second-order dependence of the MZR on SFR with a new ab-
scissa,

µα ≡ log(M⋆) −αlog(SFR), (1)

where the coefficientα is chosen to minimize the scatter in
the relation. We will refer to this particular parametrization as
the FMR but the general relation as theM⋆–Z–SFR relation.
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Interestingly, Mannucci et al. (2010) and Lara-López et al.
(2010) found that theM⋆–Z–SFR relation does not evolve
with redshift up toz ∼ 2.5, as opposed to the MZR (Erb
et al. 2006; Maiolino et al. 2008; Zahid et al. 2011; Moustakas
et al. 2011). However, this result depends on challenging high
redshift metallicity measurements, specifically the Erb etal.
(2006) sample of stacked galaxy spectra atz∼ 2.2 and the
Maiolino et al. (2008) sample of nine galaxies atz∼ 3.5.

Galaxy evolution models aim to reproduce various features
of the MZR andM⋆–Z–SFR relation, specifically their slope,
shape, scatter, and evolution. The most distinguishing charac-
teristic of the shape of the MZR is that it appears to flatten and
become independent of mass atM⋆ ∼ 1010.5 M⊙. The canon-
ical explanation is that this turnover reflects the efficiency of
metal ejection from galaxies because the gravitational poten-
tial wells of galaxies at and above this mass scale are too deep
for supernova-driven winds to escape (Dekel & Silk 1986;
Dekel & Woo 2003; Tremonti et al. 2004). In this scenario,
the metallicity of these galaxies approaches the effectiveyield
of the stellar population. However, recent simulations by Op-
penheimer & Davé (2006), Finlator & Davé (2008), and Davé
et al. (2011a,b) show that winds characterized by a constant
velocity and constant mass-loading parameter (mass outflow
rate divided by SFR; theircw simulations), which were in-
tended to represent supernova-driven winds, result in a MZR
that fails to qualitatively match observations. Thecw simula-
tions produce a MZR that is flat with a very large scatter at
low mass, yet becomes steep above the blowout mass, which
is the critical scale above which all metals are retained. In-
stead, they find that their simulations with momentum-driven
winds (Murray et al. 2005; Zhang & Thompson 2012) best
reproduce the slope, shape, scatter, and evolution of the MZR
because the wind velocity scales with the escape velocity of
the halo. Their model naturally produces a FMR that shows
little evolution sincez= 3, consistent with observations (Man-
nucci et al. 2010; Richard et al. 2011; Cresci et al. 2012).
However, their FMR does not quite reach the low observed
scatter reported by Mannucci et al. (2010). Additionally, they
find that the coefficient relatingM⋆ and SFR that minimizes
the scatter in the FMR is different from the one found by Man-
nucci et al. (2010). While there is hardly a consensus amongst
galaxy evolution models about how to produce the MZR and
M⋆–Z–SFR relation, it is clear that additional observational
constraints would improve the situation. So far, the overall
normalization of the MZR and theM⋆–Z–SFR relation have
been mostly ignored by galaxy evolution models due to uncer-
tainties in the nucleosynthetic yields used by the models and
the large (up to a factor of five) uncertainties in the normal-
ization of the observed relations caused by systematic offsets
amongst metallicity calibrations. If these uncertaintiescould
be reduced, then the normalization could be used as an addi-
tional constraint on galaxy evolution models.

The current metallicity and the metal enrichment history
also have implications for certain types of stellar explosions.
There is mounting evidence that long duration gamma ray
bursts (Stanek et al. 2006), over-luminous type II supernovae
(Stoll et al. 2011), and super-Chandrasekhar type Ia super-
novae (Khan et al. 2011) preferentially occur in low metallic-
ity environments. The progenitors of long gamma ray bursts
and over-luminous type II supernovae are thought to be mas-
sive stars and the nature of their explosive death could plau-
sibly depend on their metallicity. The cause of the associ-
ation between super-Chandrasekhar type Ia supernovae and

low metallicity environments is still highly uncertain because
the progenitors are not well known. Nevertheless, accurate
absolute metallicities for the host galaxies of the progenitors
of gamma ray bursts, over-luminous supernovae, and super-
Chandrasekhar type Ia supernovae will help inform the mod-
els of stellar evolution and explosions that attempt to explain
these phenomena.

The uncertainty in the absolute metallicity scale can be
traced to differences between the two main methods of mea-
suring metallicity: the direct method and strong line method.
The direct method utilizes the flux ratio of auroral to strong
lines to measure the electron temperature of the gas, which is
a good proxy for metallicity because metals are the primary
coolants of HII regions. This flux ratio is sensitive to tem-
perature because the auroral and strong lines originate from
the second and first excited states, respectively, and the rela-
tive level populations depend heavily on electron temperature.
The electron temperature is a strong function of metallicity,
such that hotter electron temperatures correspond to lower
metallicities. In the direct method, the electron temperature
estimate is the critical step because the uncertainty in metal-
licity is nearly always dominated by the uncertainty in the
electron temperature. The strong line method uses the flux
ratios of the strong lines, which do not directly measure the
metallicity of the HII regions but are metallicity-sensitive and
can be calibrated to give approximate metallicities. The direct
method is chosen over strong line methods when the auroral
lines can be detected, but these lines are often too weak to de-
tect at high metallicity. The strong lines, on the other hand, are
much more easily detected than the auroral lines, particularly
in metal-rich objects. Consequently, the strong line method
can be used across a wide range of metallicity and on much
lower signal-to-noise ratio (SNR) data, so nearly all metal-
licity studies of large galaxy samples employ the strong line
method. Despite the convenience of the strong line method,
the relationship between strong line ratios and metallicity is
complicated due to the sensitivity of the strong lines to the
hardness of the incident stellar radiation field and the exci-
tation and ionization states of the gas. Thus, strong line ra-
tios must be calibrated (1) empirically with direct method
metallicities, (2) theoretically with photoionization models,
or (3) semi-empirically with a combination of direct method
metallicities and theoretically calibrated metallicities. Unfor-
tunately, the three classes of calibrations do not generically
produce consistent metallicities. For example, metallicities
determined with theoretical strong line calibrations are sys-
tematically higher than those from the direct method or em-
pirical strong line calibrations by up to∼0.7 dex (for a de-
tailed discussion see Moustakas et al. 2010; Stasińska 2010).
The various strong line methods also exhibit systematic dis-
agreements as a function of metallicity and perform better or
poorer in certain metallicity ranges.

The cause of the discrepancy between direct method metal-
licities and theoretically calibrated metallicities is currently
unknown. As recognized by Peimbert (1967), the electron
temperatures determined in the direct method might be over-
estimated in the presence of temperature gradients and/or fluc-
tuations in HII regions. Such an effect would cause the di-
rect method metallicities to be biased low (Stasińska 2005;
Bresolin 2008). A similar result could arise if the tradition-
ally adopted electron energy distribution is different from the
true distribution, as suggested by Nicholls et al. (2012). Alter-
natively, the photoionization models that serve as the basis for
the theoretical strong line calibrations, such asCLOUDY (Fer-
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land et al. 1998) andMAPPINGS(Sutherland & Dopita 1993),
make simplifying assumptions in their treatment of HII re-
gions that may result in overestimated metallicities, suchas
the geometry of the nebula or the age of the ionizing stars
(see Moustakas et al. 2010, for a thorough discussion of these
issues); however, no one particular assumption has been con-
clusively identified to be the root cause of the metallicity dis-
crepancy.

In this work, we address the uncertainty in the absolute
metallicity scale by using the direct method on a large sam-
ple of galaxies that span a wide range of metallicity. The
uniform application of the direct method also provides more
consistent metallicity estimates over a broad range in stellar
mass. While the auroral lines used in the direct method are
undetected in most galaxies, we have stacked the spectra of
many galaxies (typically hundreds to thousands) to signifi-
cantly enhance the SNR of these lines. In Section 2, we de-
scribe the sample selection, stacking procedure, and stellar
continuum subtraction. Section 3 describes the direct method
and strong line metallicity calibrations that we use. In Sec-
tion 4, we demonstrate that mean galaxy properties can be
recovered from stacked spectra. We show the electron tem-
perature relations for the stacks in Section 3.1 and argue that
Te[O II ] is a better tracer of oxygen abundance thanTe[O III ]
in Section 3.2. Section 5 shows the main results of this study:
the MZR andM⋆–Z–SFR relation with the direct method. In
Section 6, we present the direct method N/O relative abun-
dance as a function of O/H and stellar mass. Section 7 details
the major uncertainties in metallicity measurements and the
implications for the physical processes that govern the MZR
andM⋆–Z–SFR relation. Finally, we present a summary of
our results in Section 8. For the purpose of discussing metal-
licities relative to the solar value, we adopt the solar oxygen
abundance of 12 + log(O/H) = 8.86 from Delahaye & Pin-
sonneault (2006). Throughout this work, stellar masses and
SFRs are in units of M⊙ and M⊙ yr−1, respectively. We as-
sume a standardΛCDM cosmology withΩm = 0.3, ΩΛ = 0.7,
andH0 = 70 km s−1 Mpc−1.

2. METHOD

2.1. Sample Selection

The observations for our galaxy sample come from the
SDSS Data Release 7 (DR7; Abazajian et al. 2009), a sur-
vey that includes∼930,000 galaxies (Strauss et al. 2002)
in an area of 8423 square degrees. The parent sample for
this study comes from the MPA-JHU catalog2 of 818,333
unique galaxies which have derived stellar masses (Kauff-
mann et al. 2003a), SFRs (Brinchmann et al. 2004), and
metallicities (T04). We chose only galaxies with reliable red-
shifts (σz < 0.001) in the range 0.027 <z < 0.25 to ensure
that the [OII ] λ3727 line and the [OII ] λλ7320, 7330 lines
fall within the wavelength range of the SDSS spectrograph
(3800–9200 Å).

We discard galaxies classified as AGN because AGN emis-
sion line ratios may produce spurious metallicity measure-
ments. We adopt the Kauffmann et al. (2003b) criteria (their
Equation 1) to differentiate between star-forming galaxies and
AGN, which employs the emission line ratios that define the
Baldwin, Phillips, and Terlevich (1981) (BPT) diagram:

log([O III ] λ5007/Hβ) >

2 Available at http://www.mpa-garching.mpg.de/SDSS/DR7/

0.61[log([N II ] λ6583/Hα) − 0.05]−1 + 1.3. (2)

We follow the T04 SNR thresholds for emission lines. Specif-
ically, we restrict our sample to galaxies with Hβ, Hα, and
[N II ] λ6583 detected at >5σ. Further, we apply the AGN–
star-forming galaxy cut (Equation 2) to galaxies with >3σ
detections of [OIII ] λ5007. We also select galaxies with
[O III ] λ5007 < 3σ but log([N II ] λ6583/Hα) < −0.4 as
star-forming to include high metallicity galaxies with weak
[O III ] λ5007.

At the lowest stellar masses (log[M⋆] < 8.6), this ini-
tial sample is significantly contaminated by spurious galax-
ies, which are actually the outskirts of more massive galax-
ies and were targeted due to poor photometric deblending.
We remove galaxies whose photometric flags includeDE-
BLEND_NOPEAK or DEBLENDED_AT_EDGE. We also visu-
ally inspected all galaxies with log(M⋆) < 8.6 and discarded
any that suffered from obvious errors in the stellar mass de-
termination (again, likely as a result of off-center targeting of
a much more massive galaxy).

After all of our cuts, the total number of galaxies in our
sample is 208,529 and the median redshift isz = 0.078. At
this redshift, the 3” diameter SDSS aperture will capture light
from the inner 2.21 kpc of a galaxy. Since the central regions
of galaxies will tend to be more metal-rich (Searle 1971), the
metallicities measured from these observations will likely be
biased high due to the aperture size relative to angular extent
of the galaxies. However, we expect this bias is small for
most galaxies (for a more detailed discussion see Tremonti
et al. 2004; Kewley et al. 2005). In particular, the galaxies
with very low stellar masses and metallicities that define the
low mass end of the MZR tend to be compact and have homo-
geneous metallicities (e.g., Kobulnicky & Skillman 1997),
although many of these are excluded by the criteria proposed
by Kewley et al. (2005).

2.2. Stacking Procedure

The primary motivation for this investigation is to mea-
sure the metallicity of galaxies with the direct method. The
main challenge is that the weak [OIII ] λ4363 and [OII ]
λλ7320, 7330 auroral lines are undetected in most of the in-
dividual spectra. To improve the SNR of the spectra, we
stacked galaxies that are expected to have similar metallici-
ties and hence line ratios. Given the tightness of the MZR
andM⋆–Z–SFR relation, it is reasonable to expect that galax-
ies at a given stellar mass, or simultaneously a given stellar
mass and SFR, will have approximately the same metallicity.
Thus, we have created two sets of galaxy stacks: (1) galax-
ies binned in 0.1 dex inM⋆ from log(M⋆/M⊙) = 7.0 to 11.0
(hereafterM⋆ stacks) and (2) galaxies binned in 0.1 dex in
M⋆ from log(M⋆/M⊙) = 7.0 to 11.0and 0.5 dex in SFR
from log(SFR/[M⊙ yr−1]) = −2.0 to 2.0 (hereafterM⋆–SFR
stacks)3. For convenience, we will refer to the stacks by the
type of stack with a subscript and a superscript to denote the
upper and lower bounds of log(M⋆) or log(SFR) (e.g.,M⋆

8.8
8.7 is

the M⋆ stack with log[M⋆/M⊙] = 8.7–8.8, and SFR0.5
0.0 corre-

sponds to theM⋆–SFR stacks with log[SFR/M⊙ yr−1] = 0.0–
0.5). Figure 1 shows the number of galaxies in eachM⋆–SFR
stack (each box represents a stack) with a measured metallic-
ity (indicated by the color coding).

3 We adopt the total stellar mass (Kauffmann et al. 2003a) and thetotal
SFR (Brinchmann et al. 2004) of the galaxies, as opposed to these quantities
calculated only for the light within the fiber.
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Figure 1. Number of galaxies and direct method metallicity as a function of M⋆ and SFR. The squares represent eachM⋆–SFR stack, the number of galaxies is
indicated by the white text, and the color scale correspondsto the metallicity. For reference, the Tremonti et al. (2004) MZR covers log(M⋆) = 8.5–11.5, and the
Mannucci et al. (2010) FMR spans log(M⋆) = 9.1–11.35 and log(SFR) =−1.45→0.80.
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Figure 2. Sample spectra from the log(M⋆) = 8.7–8.8 (Ngal = 884) stack. From left to right, the three columns show the [OIII ] λ4363, [N II ] λ5755, and [OII ]
λλ7320, 7330 auroral lines. From top to bottom, the four rows correspond to the reduced spectrum of a single galaxy, the spectrum of the stack, the spectrum
of the stack after the removal of the stellar continuum (fit from 3700–7360 Å), and the spectrum of the stack after the removalof the stellar continuum (fit to a
200 Å window near the emission line of interest). The continuum rms of each spectrum near the relevant emission line is given in the inset of each panel.

We stacked galaxy spectra that have been processed with
the SDSS reduction pipeline (Stoughton et al. 2002). First,we
corrected for Milky Way reddening with the extinction values
from Schlegel et al. (1998). Then, the individual galaxy spec-
tra were shifted to the rest frame with the redshifts from the
MPA/JHU catalog. Next, we linearly interpolated the spectra
onto a universal grid (3700–7360 Å;∆λ = 1 Å) and normal-
ized them to the mean flux from 4400–4450 Å. Finally, the
spectra were co-added (i.e., we took the mean flux in each
wavelength bin) to form the stacked spectra (see Section 4 for
comparisons between the electron temperatures and metallic-
ities of stacks and individual galaxies).

Figure 2 shows the SNR increase of the [OIII ] λ4363
(left column), [N II ] λ5755 (middle column), and [OII ]
λλ7320, 7330 (right column) lines as the spectra are pro-
cessed from a typical single galaxy spectrum (top row) to
the stacked spectrum (second row) to the stellar continuum
subtracted spectrum (third row; see Section 2.3) or the nar-
row wavelength window stellar continuum subtracted spec-
trum (bottom row; see Section 2.3). The spectra in the top
row are from a typical galaxy in the log(M⋆) = 8.7–8.8 bin;
the bottom three rows show the stacked spectra from the same

bin. In each panel, we report the continuum root mean square
(rms). The decrease in the continuum noise when comparing
the spectra in the top row to the second row of Figure 2 is
dramatic. Further significant noise reduction can be achieved
by removing the stellar continuum (shown in the bottom two
rows of Figure 2), as we describe in Section 2.3.

2.3. Stellar Continuum Subtraction

Stacking the spectra increases the SNR, but it is important
to fit and subtract the stellar continuum to detect and accu-
rately measure the flux of these lines, especially [OIII ] λ4363
due to its proximity to the Hγ stellar absorption feature.
We subtracted the stellar continuum with synthetic template
galaxy spectra created with theSTARLIGHT stellar synthesis
code (Cid Fernandes et al. 2005), adopted the Cardelli et al.
(1989) extinction law, and masked out the locations of the
emission lines. The synthetic spectra were created from a li-
brary of 300 empiricalMILES spectral templates (Sánchez-
Blázquez et al. 2006; Vazdekis et al. 2010, data as obtained
from theMILES website4). TheMILES templates provided an

4 http://miles.iac.es/
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Table 1
Wavelength Fit and Mask Ranges of

Measured Lines

Line Fit Range Mask Range
[Å] [Å]

(1) (2) (3)

[O II ] λ3727 3700–4300 3710–3744
[Ne III ] λ3868 3800–4100 3863–3873
[S II ] λ4069 3950–4150 · · ·
Hγ λ4340 4250–4450 4336–4344

[O III ] λ4363 4250–4450 4360–4366
He II λ4686 4600–4800 4680–4692

[Ar IV ] λ4740 3700–7360 · · ·
Hβ λ4861 3700–7360 4857–4870

[O III ] λ4959 3700–7360 4954–4964
[O III ] λ5007 3700–7360 5001–5013
[N II ] λ5755 5650–5850 5753–5757
[S III ] λ6312 6100–6500 6265–6322
[N II ] λ6548 3700–7360 6528–6608
Hα λ6563 3700–7360 6528–6608

[N II ] λ6583 3700–7360 6528–6608
[S II ] λ6716 3700–7360 6696–6752
[S II ] λ6731 3700–7360 6696–6752

[Ar III ] λ7135 7035–7235 7130–7140
[O II ] λ7320 7160–7360 7318–7322
[O II ] λ7330 7160–7360 7328–7332

Note. — Column (1): Emission lines.
Column (2): The wavelength range of the
stellar continuum fit. Column (3) The
wavelength range of the stellar contin-
uum fit that was masked out.

excellent fit to the stellar continuum (see bottom two rows of
Figure 2). We note theMILES templates yielded better fits to
the very high SNR spectra than the Bruzual & Charlot (2003)
spectral templates, based on theSTELIB (Le Borgne et al.
2003) library, likely due to the higher resolution (0.9 Å) of
theMILES templates compared to theSTELIB (3.0 Å).

We performed stellar template fits to the entire spectral
range, select subregions centered on weak lines of interest,
and subregions around the strong lines blueward of 4000 Å.
The latter are situated amongst a forest of stellar absorption
lines. The line fluxes of the strong emission lines redward of
4000 Å (Hβ, [O III ] λλ4959, 5007, Hα, [N II ] λλ6548, 6583,
and [SII ] λλ6716, 6731) were measured from the spectrum
where the stellar continuum was fit over the full wavelength
range of our stacked spectra (λ = 3600–7360 Å; see third row
of Figure 2). The stellar continuum subtraction near weak
emission lines ([SII ] λ4069, [O III ] λ4363, He II λ4686,
[N II ] λ5755, [S III ] λ6312, [Ar IV ] λ4740, and [OII ]
λλ7320, 7330) and blue strong emission lines ([OII ] λ3727
and [Ne III ] λ3868) was improved if the stellar continuum
fit was restricted to limited wavelength ranges within a few
100 Å of the line of interest (compare the third and bottom
rows of Figure 2). For the weak lines and blue strong lines, we
measured the line fluxes from the stellar continuum subtracted
spectra within these narrow wavelength windows (details are
listed in Table 1). In order to compare the line fluxes across re-
gions with different stellar continuum subtraction (e.g.,from
portions of the spectrum that were fit with smaller wavelength
ranges), we denormalized the spectra after theSTARLIGHT fit.

2.4. Automated Line Flux Measurements

We used thespecfittask (Kriss 1994) in theIRAF/STSDAS
package to automatically fit emission lines with aχ2 mini-

Table 2
Line Fluxes

Column Format Description

1 F4.1 Lower stellar mass limit of the stack
2 F4.1 Upper stellar mass limit of the stack
3 F4.1 Lower SFR limit of the stack
4 F4.1 Upper SFR limit of the stack
5 I5 Number of galaxies in the stack
6 F6.2 [OII ] λ3727 line flux
7 F5.2 Error on [OII ] λ3727 line flux
8 F5.2 [NeIII ] λ3868 line flux
9 F4.2 Error on [NeIII ] λ3868 line flux
10 F4.2 [SII ] λ4069 line flux
11 F4.2 Error on [SII ] λ4069 line flux
12 F6.2 Hγ line flux
13 F5.2 Error on Hγ line flux
14 F5.2 [OIII ] λ4363 line flux
15 F4.2 Error on [OIII ] λ4363 line flux
16 F4.2 HeII λ4686 line flux
17 F4.2 Error on HeII λ4686 line flux
18 F4.2 [Ar IV ] λ4740 line flux
19 F4.2 Error on [ArIV ] λ4740 line flux
20 F6.2 [OIII ] λ4959 line flux
21 F4.2 Error on [OIII ] λ4959 line flux
22 F6.2 [OIII ] λ5007 line flux
23 F5.2 Error on [OIII ] λ5007 line flux
24 F4.2 [NII ] λ5755 line flux
25 F4.2 Error on [NII ] λ5755 line flux
26 F4.2 [SIII ] λ6312 line flux
27 F4.2 Error on [SIII ] λ6312 line flux
28 F5.2 [NII ] λ6548 line flux
29 F4.2 Error on [NII ] λ6548 line flux
30 F6.2 Hα line flux
31 F5.2 Error on Hα line flux
32 F6.2 [NII ] λ6583 line flux
33 F4.2 Error on [NII ] λ6583 line flux
34 F6.2 [SII ] λ6716 line flux
35 F4.2 Error on [SII ] λ6716 line flux
36 F5.2 [SII ] λ6731 line flux
37 F4.2 Error on [SII ] λ6731 line flux
38 F4.2 [Ar III ] λ7135 line flux
39 F4.2 Error on [ArIII ] λ7135 line flux
40 F4.2 [OII ] λ7320 line flux
41 F4.2 Error on [OII ] λ7320 line flux
42 F4.2 [OII ] λ7330 line flux
43 F4.2 Error on [OII ] λ7330 line flux

Note. — This table is published in its entirety in the
electronic edition of the journal. The column names
are shown here for guidance regarding its form and
content.

mization algorithm. We simultaneously fit a flat continuum
and Gaussian line profiles for the emission lines, even if
lines were blended. For doublets, we fixed the width of the
weaker line by pinning its velocity width to the stronger line
([O II ] λ3726 to [OII ] λ3729, [OIII ] λ4959 to [OIII ] λ5007,
[N II ] λ6548 to [N II ] λ6583, [SII ] λ6731 to [SII ] λ6716,
and [O II ] λ7330 to [O II ] λ7320). We also included the
continuum rms of the spectrum as an input to the fitting pro-
cedure. After experimenting with several differentχ2 min-
imization algorithms implemented withinspecfit, we chose
the simplex algorithm because of its consistent convergence,
particularly for weak lines. Line fluxes measured byspecfit
generally agreed well with line fluxes measured interactively
with the OSULINER package. The uncertainty in the line flux
is based on theχ2 fit returned fromspecfit. Finally, all line
fluxes were corrected for reddening with the extinction law
from Cardelli et al. (1989) and the assumption that the intrin-
sic ratio of the Balmer lines is set by case B recombination
(F[Hα]/F[Hβ] = 2.86 forTe = 10,000 K). The line fluxes are
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presented in an online table whose columns are described in
Table 2.

We disregarded lines that were poorly fit (negative flux, un-
certainty in central wavelength>1 Å, had uncertainty in the
velocity width of>100 km/s, or had low SNR [<5σ]). Fur-
ther care was taken to ensure the robustness of [OIII ] λ4363
flux measurements. AsM⋆ increased to moderate values
(log[M⋆] > 9.0), an unidentified emission feature at 4359 Å
became blended with the [OIII ] λ4363 line, which limited
the SNR of the line flux measurement independent of the con-
tinuum rms. We are unsure of the origin of this feature, but
it could be caused by an over-subtraction in the stellar con-
tinuum fit. We simultaneously fit the 4359 Å feature and
[O III ] λ4363 and pinned the velocity width of both lines
to Hγ. If F(4359) > 0.5 F(4363), then we determined that
[O III ] λ4363 could not be robustly fit. If [OIII ] λ4363 could
be well fit, we refit it with a single Gaussian whose velocity
width was pinned to Hγ. The line flux measurements from the
single Gaussian fitting agreed better with interactive lineflux
measurements than the deblended line flux measurements.
The remaining weak lines are in regions without strong stel-
lar absorption features. Often, the [OII ] λλ7320, 7330 lines
could be detected in the stacked spectra without the stel-
lar continuum fit (see Figure 2f). The [NII ] λ5755 and
[S II ] λ4069 auroral lines were usually too weak to be de-
tected without stellar continuum subtraction.

Optical recombination lines, such as CII λ4267 and
O II λ4649, are also sensitive to metallicity. Unlike auro-
ral lines, they are almost independent of temperature, so they
could provide a useful check on the direct method metallic-
ities. Unfortunately, optical recombination lines tend tobe
very weak (e.g., the median OII λ4649/[OIII ] λ4363 ratio of
five extragalactic HII regions studied by Esteban et al. 2009
was 0.08), and we did not detect them in the stacked spectra.

3. ELECTRON TEMPERATURE AND DIRECT ABUNDANCE
DETERMINATION

3.1. Electron Temperatures

Different ionic species probe the temperature of different
ionization zones of HII regions (e.g., Stasińska 1982; Garnett
1992). In the two-zone model, the high ionization zone is
traced by [OIII ], and the low ionization zone is traced by
[O II ], [N II ], and [S II ]. Campbell et al. (1986) used the
photoionization models of Stasińska (1982) to derive a linear
relation between the temperatures in these zones,

Te[O II ] = Te[N II ] = Te[S II ] = 0.7Te[O III ] + 3000, (3)

whereTe is in units of K. Subsequently, we will refer to this
relation as theT2–T3 relation (see Pagel et al. 1992 and Izotov
et al. 2006 for alternative formulations of theT2–T3 relation).
This relation is especially useful to infer the abundance ofun-
seen ionization states, a critical step in measuring the total
oxygen abundance. While convenient, this theoretical relation
may be one of the biggest uncertainties in the direct method
because it is not definitively constrained by observations due
to the large random errors in the flux of [OII ] λλ7320, 7330
(e.g., see Kennicutt et al. 2003; Pilyugin et al. 2006). The high
SNR of our stacked spectra enables us to measure the elec-
tron temperature of both the high and low ionization zones
for many of our stacks.

We measured the electron temperature of [OIII ], [O II ],
[N II ], and [S II ] with the nebular.temdenroutine (Shaw &
Dufour 1995) in IRAF/STSDAS, which is based on the five

level atom program of De Robertis et al. (1987). This rou-
tine determines the electron temperature from the flux ra-
tio of the auroral to strong emission line(s) for an assumed
electron density. The diversity of these temperature diag-
nostics are valuable cross-checks and provide an independent
check on the applicability of theT2–T3 relation; however, for
measuring oxygen abundances, we only useTe[O III ] and
Te[O II ]. The electron density (ne) can be measured from
the density sensitive [SII ] λλ6716, 6731 doublet (cf., Cai
& Pradhan 1993). For 6/45 of theM⋆ stacks and 65/228 of
the M⋆–SFR stacks, the F([SII ] λ6716) / F([S II ] λ6731)
was above the theoretical maximum ratio of 1.43 (Osterbrock
1989), which firmly places these galaxies in the low den-
sity regime, and we assumene = 100 cm−3 for our analysis.
Yin et al. (2007) found similar inconsistencies between the
theoretical maximum and measured flux ratios for individual
galaxies, which suggests that there might be a real discrep-
ancy between the maximum observed and theoretical values
of F([S II ] λ6716) / F([SII ] λ6731).

We calculated the electron temperature and density uncer-
tainties by propagating the line flux uncertainties with Monte
Carlo simulations. For the simulations, we generated 1,000
realizations of the line fluxes (Gaussian distributed accord-
ing to the 1σ uncertainty) and processed these realizations
through nebular.temden. The electron temperatures of the
stacks are given in Table 3 (full version available online).

In Figure 3, we plot the electron temperatures of [OII ],
[N II ], and [S II ] against the [OIII ] electron temperature for
the M⋆ stacks (left column; open circles) and theM⋆–SFR
stacks (right column; circles color-coded by SFR). For com-
parison, we show theT2–T3 relation (Equation 3) as the black
line in each panel. In all threeTe–Te plots, theM⋆ stacks
form a tight locus that falls within the distribution ofM⋆–SFR
stacks. TheM⋆–SFR stacks show a large dispersion inTe[O II ]
at fixedTe[O III ] that is not present in theM⋆ stacks. Most of
this scatter is due to stacks with SFR1.5

1.0, which approach and
exceed theTe[O II ]–Te[O III ] relation. On the other hand, the
M⋆–SFR stacks show little scatter in theTe[N II ]–Te[O III ] and
Te[S II ]–Te[O III ] plots, and they track theM⋆ stacks in these
plots.

The vast majority of the stacks in Figure 3 fall below theT2–
T3 relation, independent of the type of stacks (M⋆ or M⋆–SFR)
or the tracer ion ([OII ], [N II ], or [S II ]). The multiple tem-
perature indicators show that theT2–T3 relation overpredicts
the temperature in the low ionization zone (or underpredicts
the temperature in the high ionization zone). If we assume
thatTe[O III ] is accurate (i.e., the temperature in the low ion-
ization zone is overestimated by theT2–T3 relation), then the
median offsets from theT2–T3 relation for theM⋆ stacks and
theM⋆–SFR stacks, respectively, are

• Te[O II ]: −2000 K and−1300 K,

• Te[N II ]: −1200 K and−1400 K,

• Te[S II ]: −4100 K and−3300 K.

TheTe[O II ] andTe[N II ] offsets from theT2–T3 relation for the
M⋆ stacks are consistent given the scatter, which suggests that
the T2–T3 relation overestimates the low ionization zoneTe
by ∼1000–2000 K. TheTe[S II ] measurements show a larger
offset from theT2–T3 relation thanTe[O II ] andTe[N II ]. The
outlier in theM⋆–SFRTe[S II ]–Te[O III ] panel also has a high
Te[O II ], but this outlier just corresponds to a single galaxy,
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Table 3
Electron Temperatures, Metallicity, and N/O Abundance

log(M⋆) log(SFR) Ngal Te[O III ] Te[O II ] Te[N II ] Te[S II ] 12 + log(O/H) log(N/O)
[M⊙] [M ⊙ yr−1] [K] [K] [K] [K] [dex] [dex]

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

M⋆Stacks

7.0 7.1 1 · · · · · · · · · · · · · · · · · ·
7.1 7.2 4 · · · · · · · · · · · · · · · · · ·
7.2 7.3 4 14000± 600 · · · · · · · · · · · · · · ·
7.3 7.4 4 17500± 200 · · · · · · · · · · · · · · ·
7.4 7.5 2 15700± 200 12800± 800 · · · · · · 7.82± 0.03 · · ·

...
...

...
...

...
...

...
...

...
...

...
M⋆–SFR Stacks

7.0 7.1 0.0 0.5 1 · · · · · · · · · · · · · · · · · ·
7.1 7.2 -0.5 0.0 1 · · · · · · · · · · · · · · · · · ·
7.1 7.2 0.0 0.5 2 · · · · · · · · · · · · · · · · · ·
7.2 7.3 -1.0 -0.5 1 13400± 500 11800± 700 · · · · · · 8.04± 0.04 · · ·
7.2 7.3 -0.5 0.0 2 · · · · · · · · · · · · · · · · · ·

...
...

...
...

...
...

...
...

...
...

...

Note. — Column (1): Lower stellar mass limit of the stack. Column (2): Upper stellar mass limit of the
stack. Column (3): Lower SFR limit of the stack. Column (4): Upper SFR limit of the stack. Column (5):
Number of galaxies in the stack. Columns (6)–(9): Electron temperatures for [O III ], [O II ], [N II ], and
[S II ]. Column (10): Direct method metallicity. Column (11): N/O abundance.

(This table is published in its entirety in the electronic edition of the journal. A portion is shown
here for guidance regarding its form and content.)

so it may not be representative of all galaxies with this stellar
mass and SFR.

The offset between the electron temperatures of the stacks
and theT2–T3 relation is analogous to the trend for individual
galaxies found by Pilyugin et al. (2010), which persists when
these galaxies are stacked (see Section 4 and Figure 8a). The
similar distributions of stacks and individual galaxies relative
to theT2–T3 relation shows that the offset for the stacks is not a
by-product of stacking but rather a reflection of the properties
of the individual galaxies.

At high SFRs (SFR1.5
1.0 and SFR2.0

1.5), the offset inTe[O II ] dis-
appears, and the medianTe[O II ] of these stacks is consistent
with the T2–T3 relation, albeit with a large dispersion. The
emission from these galaxies is likely dominated by young
stellar populations, whose hard ionizing spectrum may be
similar to the single stellar spectra used by Stasińska (1982) to
model HII regions. However, a single stellar effective temper-
ature may not be appropriate for galaxy spectra that includea
substantial flux contribution from older HII regions that have
softer ionizing spectra (Kennicutt et al. 2000; Pilyugin etal.
2010).

Figure 4 compares the electron temperatures of [OII ] and
[N II ] for the M⋆–SFR stacks (color-coded by SFR). In the
two-zone model, bothTe[O II ] and Te[N II ] represent the
temperature of the low ionization zone, so these tempera-
tures should be the same. The stacks scatter around the line
of equality (black line), though the median offset from the
Te[O II ] = Te[N II ] relation is 1100 K towards higherTe[N II ].
If only the stacks that also have detectable [OIII ] λ4363 are
considered (most of which haveTe[O II ] & 8000 K), then the
median offset from the relation is smaller than the median un-
certainty onTe[N II ]. The agreement betweenTe[O II ] and
Te[N II ] for this subset of stacks is consistent with the similar
offsets found forTe[O II ] and Te[N II ] relative to theT2–T3

relation in Figure 3.

3.2. Ionic and Total Abundances

We calculated the ionic abundance of O+ and O++ with the
nebular.ionicroutine (De Robertis et al. 1987; Shaw & Du-
four 1995) inIRAF/STSDAS, which determines the ionic abun-
dance from the electron temperature, electron density, and
the flux ratio of the strong emission line(s) relative to Hβ.
We derived the ionic abundance uncertainties with the same
Monte Carlo simulations used to compute the electron tem-
perature and density uncertainties (see Section 3.1); the ionic
abundance uncertainties were propagated analytically to cal-
culate the total abundance uncertainties. We do not attemptto
correct for systematic uncertainties in the absolute abundance
scale.

The top two panels of Figure 5 show the ionic abundance
of O+ and O++ as a function of stellar mass for theM⋆ stacks
(open circles) and theM⋆–SFR stacks (circles color-coded by
SFR). The O+ abundance increases with stellar mass at fixed
SFR and decreases with SFR at fixed stellar mass. The abun-
dance of O++ is relatively constant as a function of stellar mass
but is detected in galaxies with progressively higher SFRs as
stellar mass increases.

In Figure 5c, we plot the logarithmic ratio of the O++ and
O+ abundances as a function of stellar mass. The dotted line
in Figure 5c shows equal abundances of O+ and O++. The con-
tribution of O+ to the total oxygen abundance increases with
stellar mass at fixed SFR and decreases with SFR at fixed stel-
lar mass (i.e., in the same sense as how the O+ abundance
changes withM⋆ and SFR). TheO+ abundance dominates
the total oxygen abundance in the majority of the stacks(i.e.,
above log[M⋆] = 8.2 for theM⋆ stacks and in half of theM⋆–
SFR stacks with detected [OII ] λλ7320, 7330). Furthermore,
the O+ abundance can be measured in many high stellar mass
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Figure 3. Electron temperatures derived from the [OII ], [N II ], and [S II ] line ratios plotted as a function of electron temperature derived from the [OIII ]
line ratio for theM⋆ stacks (left column) andM⋆–SFR stacks (right column; color-coded by SFR). The lines in the top, middle, and bottom rows show the
Te[O II ]–Te[O III ], Te[N II ]–Te[O III ], andTe[S II ]–Te[O III ] relations (Equation 3), respectively. The outlier in the lower right panel is a single galaxy, so it may
not be representative of all galaxies with this stellar mass and star formation rate.

and/or low SFR stacks that lack a measured O++ abundance,
which indicates that O+ is very likely the main ionic species
of oxygen in these stacks too. A simple extrapolation of the
log(O++/O+) ratio to higher stellar masses for theM⋆ stacks
shows that the O++ abundance would contribute less than 10%
of the total oxygen abundance.

We assume that the total oxygen abundance is the sum of
the ionic abundances of the two dominant species,

O
H

=
O+

H+ +
O++

H+ , (4)

and the total abundance uncertainties were determined by
propagating the ionic abundance uncertainties. In highly ion-

ized gas, oxygen may be found as O3+, but its contribution to
the total oxygen abundance is minimal. Abundance studies
that use the direct method typically measureTe[O III ] and the
O++ abundance but adopt theT2–T3 relation to inferTe[O II ]
and the O+ abundance. However, Figure 3 shows that theT2–
T3 relation overestimatesTe[O II ], which leads to an underes-
timate of the O+ abundance and the total oxygen abundance.
Many of the stacks have measured O+ and O++ abundances,
so the total oxygen abundance can be measured accurately in
these stacks without using theT2–T3 relation.

To extend our total oxygen abundance measurements to
higher stellar mass, we form a “composite” metallicity cali-
bration (see Figure 6) that uses the O+ and O++ abundances
when available and the O+ abundance plus the O++ abundance
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Figure 4. Electron temperatures derived from the [OII ] line ratios as a func-
tion of electron temperature derived from the [NII ] line ratios for theM⋆–
SFR stacks (color-coded by SFR). The line indicatesTe[O II ] = Te[N II ] (as
assumed in Equation 3).
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Figure 5. The ionic abundance of O+ (panel a), the ionic abundance of O++

(panel b), and the relative ionic abundance of O++ and O+ (panel c) as a
function of stellar mass for theM⋆ stacks (open circles) andM⋆–SFR stacks
(circles color-coded by SFR). The dashed line in panel (c) indicates equal
abundances of O++ and O+.
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Figure 6. Panel (a): the difference in the direct method metallicity deter-
mined fromTe[O II ] only (Te[O III ] was inferred with theT2–T3 relation
given in Equation 3) and the direct method metallicity determined from both
Te[O II ] andTe[O III ]. The dotted line denotes the median difference, and the
dashed line marks the upper mass cutoff for whichTe[O III ] can be indepen-
dently measured in theM⋆ stacks. Panel (b): the mass-metallicity relation
for direct method metallicities determined fromTe[O II ] only (gray circles)
and from bothTe[O II ] andTe[O III ] (open circles). To account for the over-
estimated metallicity (and underestimatedTe[O III ]) caused by assuming the
T2–T3 relation (Equation 3), we subtract the median metallicity difference
shown in panel (a) from theTe[O II ]-based metallicities above log(M⋆) = 9.4
(shown by the dashed line), which results in the open squares. The arrow
marks this shift. The sequence of open circles and squares shows the com-
posite direct method metallicities of theM⋆ stacks that we will adopt for the
rest of the paper. We repeated the same procedure for each SFR bin of the
M⋆–SFR stacks. The median metallicity differences are given in Table 4.

inferred with theT2–T3 relation if Te[O II ] is measured but
not Te[O III ] (in the opposite sense from how it is normally
applied). The total oxygen abundance of the latter group of
stacks is dominated by the O+ abundance, so the inferred O++

abundance makes only a small contribution (<10% based on
the trend indicated by Figure 5c). A simple combination of
these two metallicity calibrations would lead to a discontinu-
ity at their interface (in the MZR) because applying theT2–
T3 relation underestimatesTe[O III ] and thus overestimates
the O++ abundance. To account for this effect, we decrease
the total oxygen abundances that adopt theT2–T3 relation by
the median offset between the two calibrations where they are
both measured (0.18 dex for theM⋆ stacks). For theM⋆–SFR
stacks, we calculate the median offset for each SFR bin (re-
ported in Table 4). The offsets are nearly constant as a func-
tion of M⋆ and stem from the approximately constant offset
in theTe[O II ]–Te[O III ] plot (top row of Figure 3). Because
we account for the systematic offset from theT2–T3 relation,
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our composite metallicities are insensitive to the exact choice
of theT2–T3 relation. The metallicities of the stacks are pre-
sented in Table 3.

Most direct method metallicity studies measure the
[O III ] λ4363 line flux but not the [OII ] λλ7320, 7330 line
fluxes, so they must adopt aTe[O II ]–Te[O III ] relation, such
as theT2–T3 relation, to estimate the O+ abundance. One rea-
son for this is the large wavelength separation between the
[O II ] λ3727 strong line and the [OII ] λλ7320, 7330 auroral
lines used to measureTe[O II ]. The flux ratio of these two line
complexes can be affected by a poor reddening correction,
particularly for the [OII ] λ3727 line, and some spectrographs
cannot observe this entire wavelength range efficiently. Inin-
dividual spectra, the [OII ] λλ7320, 7330 lines can be over-
whelmed by the noise, which can lead to a large scatter in the
Te[O II ]–Te[O III ] diagram (see Figure 1 of Kennicutt et al.
2003 or Figure 4 of Izotov et al. 2006). Fortunately, the noise
near [OII ] λλ7320, 7330 appears to be random and is effec-
tively reduced by stacking, even without the stellar continuum
subtraction (see Figure 2f). Kennicutt et al. (2003) noted that
the [OII ] λλ7320, 7330 line fluxes may be affected by recom-
bination of O++, although they find that the typical contribu-
tion to the [OII ] λλ7320, 7330 line fluxes is <5% (based on
the correction formulae from Liu et al. 2000) and thatTe[O II ]
is affected by∼2–3%, which corresponds to <400 K for the
H II regions in their study.

We also calculated the ionic abundance of N+ with nebu-
lar.ionic, similar to the procedure used to calculate the ionic
abundances of O+ and O++, except that we adoptTe[O II ]
as the electron temperature instead ofTe[N II ] because the
[O II ] λλ7320, 7330 lines are detected in more stacks and
with higher SNR than the [NII ] λ5755 line (see Figure 2).
The relative ionic abundance of N+/O+ was derived from
the ionic abundances of each species. We then assume that
N/O = N+/O+ (Peimbert & Costero 1969; Garnett 1990) to fa-
cilitate comparison with other studies in the literature (e.g.,
Vila Costas & Edmunds 1993). Although this assumption is
uncertain, Nava et al. (2006) found that it should be accurate
to ∼10% for low metallicity objects (12 + log[O/H]≤ 8.1).
The N/O abundances of the stacks are reported in Table 3.

3.3. Strong Line Metallicities

We compare our direct method metallicities to strong line
metallicities with various empirical and theoretical calibra-
tions of the most common line ratios:

• R23: ([O II ] λ3727 + [OIII ] λλ4959, 5007) / Hβ

• N2O2: [N II ] λ6583 / [OII ] λ3727,

• N2: [N II ] λ6583 / Hα,

• O3N2: ([O III ] λ5007 / Hβ) / ([N II ] λ6583 / Hα).

We derived metallicities for our stacks with the theoretical
R23 calibrations of McGaugh (1991, hereafter M91), Zarit-
sky et al. (1994, hereafter Z94), and Kobulnicky & Kewley
(2004, hereafter KK04); the hybrid empirical–theoreticalN2
calibration of Denicoló et al. (2002, hereafter D02); the the-
oretical N2O2 calibration of Kewley & Dopita (2002, here-
after KD02); and the mostly empirical N2 and O3N2 calibra-
tions of Pettini & Pagel (2004, hereafter PP04). We deter-
mined uncertainties on the strong line metallicities with the
Monte Carlo simulations detailed in Section 3.1; these un-
certainties do not account for systematic uncertainties inthe
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Figure 7. Te[O III ], Te[O II ], and direct method metallicity for individual
spectra (small gray circles) and stacks in bins of 0.1 dex in stellar mass (large
black circles) for the Pilyugin et al. (2010) sample relativeto the mean of
galaxies within a stellar mass bin of width 0.1 dex M⊙ (shown by the dashed
line in each panel). The stacks are consistent with the meanTe[O III ], Te[O II ],
and metallicity within the measurement uncertainties.

absolute abundance scale. For a detailed discussion of these
calibrations and formulae to convert between the metallicities
derived from each calibration see Kewley & Ellison (2008).

4. HOW DOES STACKING AFFECT MEASURED ELECTRON
TEMPERATURES AND METALLICITIES?

Stacking greatly increases SNR and thus enables measure-
ments of physical properties that are unattainable for indi-
vidual objects. However, measurements from stacked spec-
tra are only meaningful if they represent the typical proper-
ties of the objects that went into the stack. To evaluate the
effect of stacking on the electron temperatures and metal-
licities, we stacked a sample of 181 SDSS DR6 (Adelman-
McCarthy et al. 2008) galaxies with individual detections of
[O III ] λ4363 and [OII ] λλ7320, 7330 from Pilyugin et al.
(2010) in bins of 0.1 dex in stellar mass. Figure 7 shows the
Te[O III ], Te[O II ], and the direct method metallicities of the
individual galaxies (gray squares) and stacks (black circles)
relative to the mean of the galaxies that went into each stack.
For all three properties, the stacks are consistent with the
mean of the galaxies within the measurement uncertainties,
which demonstrates that the properties derived from galaxies
stacked in narrow bins of stellar mass are representative ofthe
mean properties of the input galaxies.

In Figure 8, the [OII ], [N II ], and [S II ] electron tempera-
tures are plotted as a function of the [OIII ] electron tempera-
ture for the galaxies (squares color-coded by SFR) and stacks
(black circles). The black line in each panel indicates theT2–
T3 relation (Equation 3). The stacks fall within the distribu-
tion of galaxies in theTe[O II ]–Te[O III ] andTe[S II ]–Te[O III ]
plots (Figure 8a,c). There is some discrepancy between the
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Figure 8. The electron temperatures derived from the [OII ], [N II ], and
[S II ] line ratios as a function of electron temperature derived from the [OIII ]
line ratio for the Pilyugin et al. (2010) sample of galaxies with detectable
[O III ] λ4363 and [OII ] λλ7320, 7330 (squares color-coded by SFR; see
Section 4) and stacks of the same galaxies in bins of 0.1 dex in stellar mass
(black circles). The black line shows theT2–T3 relation (Equation 3).

stacks and galaxies in theTe[N II ]–Te[O III ] plot (Figure 8b),
but the paucity of [NII ] λ5755 detections limits the useful-
ness of any strong conclusions based onTe[N II ]. Overall,
the qualitative agreement between the electron temperatures
of the stacks and galaxies, especially forTe[O II ] andTe[S II ],
demonstrates that the offset from theT2–T3 relation for the
stacks shown in Figure 3 is not an artifact of stacking.

The majority of the galaxies lie below theT2–T3 relation, as
was previously shown Pilyugin et al. (2010). We find a sim-
ilar result for the galaxies in theTe[S II ]–Te[O III ] relation.
Galaxies with moderate SFRs (log[SFR]∼ 0.0) are prefer-
entially further below theT2–T3 relation than galaxies with
high SFRs (log[SFR]& 1.0) in theTe[O II ]–Te[O III ] plot. A
similar effect is also present in theM⋆–SFR stacks. Pilyugin
et al. (2010) found that galaxies with lower excitation param-
eters and [OIII ] λ5007/Hβ flux ratios had larger offsets from
the T2–T3 relation, which is consistent with our result based

on SFR. They showed that the offset from theT2–T3 relation
is likely due to the combined emission from multiple ioniz-
ing sources by comparing the observedTe[O II ]–Te[O III ] re-
lation with the temperature predicted by HII region models
that include ionizing sources of various temperatures. Based
on these models, they concluded that differences in the hard-
ness of the ionizing radiation, caused by the age-dependence
of H II region spectral energy distributions, govern the scat-
ter in theTe[O II ]–Te[O III ] plot for their sample of galaxies.
Both our results and theirs suggest that galaxies with higher
SFRs are more similar to the HII region models that served
as the basis for theT2–T3 relation than galaxies with moderate
SFRs. This is because they are more likely to be dominated
by younger stellar populations that are better approximated by
the input to the Stasińska (1982) models (see Section 3.1 for
additional discussion).

The electron temperatures and metallicities of the stacks are
unbiased relative to those of the input galaxies, but there is
some evidence that the integrated galaxy electron tempera-
ture and metallicity are systematically higher and lower, re-
spectively, than the electron temperatures and metallicities of
the individual H II regions in the galaxy. Kobulnicky et al.
(1999) compared the electron temperatures and metallicities
of individual H II regions in a galaxy to the pseudo-global
values derived by stacking the spectra of the individual HII
regions. They showed that the electron temperatures and di-
rect method metallicities of their galaxies were biased to-
wards higher temperatures and lower metallicities by∼1000–
3000 K and 0.05–0.2 dex, respectively, relative to the median
values of the individual HII regions. Global spectra are bi-
ased because they are the luminosity-weighted average of the
H II regions, whose properties can vary widely (see, e.g., the
large scatter around theT2–T3 relation forTe measurements of
individual H II regions in Figure 1 of Kennicutt et al. 2003
or Figure 4 of Izotov et al. 2006). The fluxes of the auroral
lines might be particularly affected by a luminosity-weighted
average because auroral line flux decreases non-linearly with
metallicity. While Kobulnicky et al. (1999) only studied the
effects on [OIII ] λ4363, the relative contribution of each HII
region likely varies amongst the commonly measured ionic
species, potentially yielding results that do not agree with the
T2–T3 relation. We also note that their method of stacking
H II regions does not perfectly simulate global line flux mea-
surements because it does not account for the contribution of
diffuse ionized gas (i.e., the emission from gas not in HII re-
gions), which may affect the [NII ] and [S II ] line fluxes (see
Moustakas & Kennicutt 2006). In summary, the differences in
electron temperatures and metallicities between galaxy stacks
and individual HII regions are dominated by the systematic
offset between global galaxy properties and individual HII re-
gions rather than any effects from stacking the global galaxy
spectra.

The auroral lines are undetectable in high stellar mass
galaxies, so we investigate the effect of stacking by com-
paring the oxygen strong line fluxes of individual galaxies to
the stack of those galaxies. Figure 9 shows the [OII ] λ3727
and [O III ] λ5007 fluxes relative to Hβ for individual galax-
ies (small black and blue circles) with log(M⋆) = 10.5–10.6
and log(SFR) = 1.0–1.5 and the stack of the same galaxies
(large green circle). The small black and blue circles cor-
respond to the line fluxes determined with our pipeline and
the MPA-JHU pipeline, respectively. The distribution of in-
dividual galaxies with fluxes measured by our pipeline and
the MPA-JHU pipeline coincide well. In detail, the median
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Figure 9. [O II ] λ3727 and [OIII ] λ5007 fluxes relative to Hβ of galaxies
in oneM⋆–SFR bin (log[M⋆] = 10.5–10.6 and log[SFR] = 1.0–1.5) and the
stack of those galaxies. The small black and blue circles represent individual
galaxies with fluxes measured with our pipeline and the MPA-JHU pipeline
(T04), respectively. The large green circle corresponds tothe stack of the
same galaxies.

fluxes from our pipeline are 0.08 and 0.04 dex higher for
[O III ] λ5007 and [OII ] λ3727, respectively, than the median
fluxes from the MPA-JHU pipeline. The [OIII ] λ5007 and
[O II ] λ3727 fluxes of the stack are 0.09 and 0.01 dex higher,
respectively, than the median of fluxes from our pipeline. Al-
though the spread is large in the individual galaxies (>1 dex
for both [O III ] λ5007 and [OII ] λ3727), the stack is repre-
sentative of the typical line fluxes of individual galaxies that
went into the stack.

We also note that many of our stacks contain far more
galaxies than are needed to simply detect a given line, and
thus are unlikely to be dominated by a few, anomalous galax-
ies. As an example, we estimate how many galaxies would
need to be stacked for a detection of [OII ] λλ7320, 7330.
If we assume that the uncertainty on the line flux decreases
as

√

Ngalaxies, the error on the measurement of any individual
galaxy isσstack∗

√

Ngalaxies. We use a 5σ detection threshold,
so the minimum number of galaxies needed to detect a line is
N = [(5σ)/flux]2. For theM⋆

9.6
9.5–SFR0.5

0.0 stack, the minimum
number of galaxies required to detect [OII ] λλ7320, 7330 is
Ngalaxies= 40, which is well below the actual number of galax-
ies (1996) in this stack.

5. THE MASS–METALLICITY RELATION AND
MASS–METALLICITY–SFR RELATION

5.1. The Mass–Metallicity Relation

In Figure 10, we plot the MZR with direct method metal-
licities for theM⋆ stacks (circles). We fit the MZR for theM⋆

stacks (black line) with the asymptotic logarithmic formula
suggested by Moustakas et al. (2011):

12+ log(O/H) = 12+ log(O/H)asm− log

(

1+
(

MTO

M⋆

)γ)

,

(5)
where 12+log(O/H)asm is the asymptotic metallicity,MTO is
the turnover mass, andγ controls the slope of the MZR. This
functional form is preferable to a polynomial because poly-
nomial fits can produce unphysical anticorrelations between
mass and metallicity, particularly when extrapolated beyond

the mass range over which they were calibrated. The metal-
licities and fit parameters for the stacks are reported in Tables
3 and 4, respectively. For comparison, we show the robust cu-
bic polynomial fits of eight strong line MZRs (colored lines)
from Kewley & Ellison (2008) in Figure 10a. The T04, Z94
R23, KK04 R23, KD02 N2O2, and M91R23 MZRs are based
on theoretical calibrations, whereas the D02 N2, PP04 O3N2,
and PP04 N2 MZRs are based on empirical calibrations. In
Figure 10b, the solid, dashed, and dotted gray lines indicate
the median, 68% contour, and 95% contour, respectively, of
the T04 MZR.

The most prominent aspect of the direct method MZR is
its extensive dynamic range in both stellar mass and metal-
licity. It spans three decades in stellar mass and nearly one
decade in metallicity; this wide range is critical for resolving
the turnover in metallicity with a single diagnostic that isa
monotonic relation between line strength and metallicity.The
broad range in galaxy properties includes the turnover in the
MZR, which is the first time this feature has been measured
with metallicities derived from the direct method. Our stacked
spectra also extend the direct method MZR to sufficiently high
masses that there is substantial overlap with strong line mea-
surements, and we use this overlap to compare them.

The direct method MZR shares some characteristics with
strong line MZRs but differs in important ways, as can be seen
in Figure 10a. The low mass end of the direct method MZR
starts at log(M⋆) = 7.4, a full decade lower than the strong line
MZRs. Nonetheless, naive extrapolations of the T04, D02,
PP04, and PP04 MZRs are in reasonable agreement with our
direct method MZR. At a stellar mass of log(M⋆) = 8.5, the
lowest stellar mass where strong line MZRs are reported, the
direct method MZR is consistent with the T04 and the D02
MZRs. Above this mass, the direct method MZR and the D02
MZR diverge from the T04 MZR. At log(M⋆) = 8.9, the direct
method MZR turns over. By contrast, the strong line MZRs
turns over at a much higher stellar mass (log[M⋆] ∼ 10.5): a
significant difference that has implications for how the MZR
is understood in a physical context, which we discuss in Sec-
tion 7.4. At high mass, the direct method MZR is in good
agreement with the empirical strong line calibration MZRs,
but the theoretical T04, Z94, KK04, and KD02 strong line cal-
ibration MZRs are offset to higher metallicities by∼0.3 dex at
log(M⋆) = 10.5, the highest mass stack with detected auroral
lines. Figure 10b shows the direct method MZR in relation
to the scatter of the T04 MZR. The direct method MZR is
slightly below the median T04 MZR at log(M⋆) = 8.5, crosses
the 16th percentile at log(M⋆) = 9.0, and drops below the 2nd

percentile at log(M⋆) = 9.9.
At low masses (log[M⋆] = 7.4–8.9; i.e., below the turnover),

the direct method MZR scales as approximately O/H∝ M⋆
1/2.

While a comparison over the same mass range is not possi-
ble for the T04 MZR, its low mass slope, as determined from
log(M⋆) = 8.5–10.5, is shallower with O/H∝ M⋆

1/3. The dis-
crepancy in the low mass slopes between the direct method
and the T04 MZRs could be reasonably explained by the dif-
ference in the mass ranges over which the slopes were mea-
sured if the MZR steepens with decreasing stellar mass (c.f.,
Lee et al. 2006). We note that the direct method and D02
MZRs have similar slopes and normalizations over a wide
range in masses from log(M⋆) = 8.5–10.0.

5.2. Mass–Metallicity–SFR Relation
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Figure 10. The direct method mass–metallicity relation for theM⋆ stacks (circles). In both panels, the thick black solid lineshows the asymptotic logarithmic fit
to the direct method measurements (see Equation 5). Panel (a): the colored lines represent various strong line calibrations (Tremonti et al. 2004; Zaritsky et al.
1994; Kobulnicky & Kewley 2004; Kewley & Dopita 2002; McGaugh 1991; Denicoló et al. 2002; Pettini & Pagel 2004). Panel (b): the solid, dashed, and dotted
gray lines show the median, 68% contour, and 95% contour, respectively, of the Tremonti et al. (2004) MZR. The metallicitiesand fit parameters for the stacks
are reported in Tables 3 and 4, respectively.

Table 4
Mass–Metallicity Relation Fit Parameters

Stacks log(MTO) 12+log(O/H)asm γ Fit Range Median log(O/H) Offset
SFR inM⊙ yr−1 [M⊙] [dex] log(M⋆) [M⊙] [dex]

(1) (2) (3) (4) (5) (6)

MZR 8.901 8.798 0.640 7.4–10.5 0.18
−1.0≤ log(SFR) <−0.5 8.253 8.726 0.734 7.2–9.7 0.15
−0.5≤ log(SFR) < 0.0 9.608 9.118 0.610 7.3–10.2 0.13
0.0≤ log(SFR) < 0.5 9.836 8.997 0.534 7.6–10.3 0.12
0.5≤ log(SFR) < 1.0 27.225 16.383 0.449 8.3–10.6 0.10
1.0≤ log(SFR) < 1.5 32.650 16.988 0.373 8.4–10.6 −0.04
1.5≤ log(SFR) < 2.0 28.369 16.259 0.438 9.5-10.8 0.04

Note. — Mass–Metallicity Relation given by 12 + log(O/H) = 12 + log(O/H)asm− log(1 + (MTO / M⋆)γ).
Column (1): Stacks included in fits. MZR refers toM⋆ stacks. The SFR ranges refer toM⋆–SFR
stacks. Column (2): Turnover mass. Column (3): Asymptotic metallicity. Column (4): Power-law
slope. Column (5): Stellar mass range of each fit. Column (6): Median offset between the
metallicity determined with (i) measuredTe[O II ] and inferredTe[O III ] from theT2–T3 relation and
(ii) measuredTe[O II ] and measuredTe[O III ] (see Section 3.2).

The features of the direct method MZR are shaped by the
SFR-dependence of the MZR, which we investigate with the
M⋆–SFR stacks. Figure 11 shows theM⋆–SFR stacks (circles
color-coded by SFR) in the mass–metallicity plane (see Fig-
ure 1 for the number of galaxies per stack). The solid colored
lines indicate the asymptotic logarithmic fits (Equation 5)of
the M⋆–SFR stacks of a given SFR, hereafter referred to as
SFR tracks (e.g., the orange line is the SFR−0.5

−1.0 track). The
solid black line is the direct method MZR of theM⋆ stacks
from Figure 10; the solid, dashed, and dotted gray lines are
the median, 68% contour, and 95% contour, respectively, of
the T04 MZR. The error bars represent the mean error for the
M⋆–SFR stacks of a given SFR.

TheM⋆–SFR stacks help establish the robustness of the di-
rect method MZR. The low turnover mass and metallicity of
the direct method MZR relative to the T04 and other theo-

retical strong line calibration MZRs is reminiscent of empir-
ical strong line calibration MZRs that suffer from a lack of
sensitivity at high metallicities. However, the most metal-rich
M⋆–SFR stacks have some of the highest direct method metal-
licities (12 + log[O/H] > 9.0)—metallicities well above the
turnover metallicity of the direct method MZR. These mea-
surements unambiguously demonstrate that the turnover in the
direct method MZR is not caused by a lack of sensitivity to
high metallicities.

TheM⋆–SFR stacks also can be used to test if galaxies with
the highest SFRs at a given stellar mass disproportionatelyin-
fluence the line fluxes and metallicities of theM⋆ stacks. High
SFR galaxies have more luminous emission lines and lower
metallicities and thus may dominate the inferred metallicity
of the stack. To investigate this possibility, we calculated the
difference between the metallicity of theM⋆ stack and the
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Figure 11. The direct methodM⋆–Z–SFR relation for theM⋆–SFR stacks
(circles color-coded by SFR) in the mass–metallicity plane. The thick solid
lines color-coded by SFR show the asymptotic logarithmic fits (see Equation
5) for theM⋆–SFR stacks. The thick black line shows the direct method MZR
from Figure 10. The solid, dashed, and dotted gray lines showthe median,
68% contour, and 95% contour, respectively, of the Tremonti et al. (2004)
MZR. The error bars correspond to the mean error for theM⋆–SFR stacks of
a given SFR. The metallicities and fit parameters for the stacksare given in
Tables 3 and 4, respectively.

galaxy number-weighted average of the metallicities of the
M⋆–SFR stacks (for the stacks with measured metallicities) at
a given stellar mass. The median offset is only−0.037 dex
in metallicity; for reference, the median metallicity uncertain-
ties for theM⋆ andM⋆–SFR stacks are 0.019 and 0.027 dex,
respectively. The slight offset could be due to preferentially
including the metallicities ofM⋆–SFR stacks with higher SFR
(lower metallicity) relative to lower SFR (higher metallicity)
in the weighted average because the former tend to have larger
line fluxes than the latter, whereas theM⋆ stacks include the
contribution from galaxies of all SFRs at a given stellar mass.
Still, the magnitude of this offset is small, which indicates that
the highest SFR galaxies do not have an appreciable effect on
the metallicity of theM⋆ stacks because they are quite rare
(see Figure 1). Furthermore, the metallicities of theM⋆ stacks
effectively track the metallicity of the most common galaxies
at a given stellar mass.

The most striking features of Figure 11 are the 0.3–0.6 dex
offsets in metallicity at fixed stellar mass between theM⋆–
SFR stacks. This trend results from the substantial, nearly
monotonic dependence of the MZR on SFR. At a given stellar
mass, higher SFR stacks almost always have lower metallici-
ties than lower SFR stacks, so there is little overlap between
the different SFR tracks. Furthermore, the small regions with
overlap may be the result of the observational uncertainties.

The interplay between stellar mass, SFR, and metallicity
for typical galaxies is reflected in the features of the direct
method MZR, especially the turnover mass. The constant
SFR tracks (colored lines in Figure 11) show that metallicity
increases with stellar mass at fixed SFR. However, the typical
SFR also increases with stellar mass, which shifts the “typi-
cal” galaxy (as measured by theM⋆ stacks) to progressively
higher SFR and consequently lower metallicity at fixed stellar
mass. Taken together, the turnover in the MZR is the result
of the conflict between the trend for more massive galaxies
to have higher SFRs and the trend for metallicity to decrease
with SFR at fixed mass. The turnover in the T04 MZR (and
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Figure 12. The direct method fundamental metallicity relation for theM⋆–
SFR stacks (circles color-coded by SFR). The coefficient (0.66) on log(SFR)
in the abscissa minimizes the scatter in the FMR (see Equation 1). The black
line shows a linear fit to the data, with a slope of 0.43.

other strong line calibration MZRs) occurs at a higher stellar
mass than the the direct method MZR because the strong line
metallicity calibrations produce a weaker SFR–metallicity an-
ticorrelation. This means that the progression to higher SFRs
with increasing stellar mass has less of an effect on the MZR.

Interestingly, the SFR0.0
−0.5 stacks (light green circles/line)

are nearly identical to the T04 MZR in slope, shape, turnover,
and normalization. While the exact cause of this agreement is
unclear, it is possible that the photoionization models that un-
derlie the T04 metallicities assume physical parameters that
are most appropriate for galaxies with this range of SFR. We
discuss potential systematic effects of strong line calibrations
in Section 7.3.

The stacks with very high SFRs (SFR1.5
1.0 and SFR2.0

1.5; blue
and dark blue circles/lines, respectively) have significantly
lower metallicities than the stack of all galaxies at fixed mass
in the MZR. The high SFRs and low metallicities of these
galaxies suggests that they are probably undergoing major
mergers, as found by Peeples et al. (2009) for similar outliers.
Major mergers drive in considerable amounts of low metal-
licity gas from large radii, which dilutes the metallicity of
the galaxy and triggers vigorous star formation (e.g., Kewley
et al. 2006, 2010; Torrey et al. 2012). These stacks also havea
larger scatter than lower SFR stacks, which is likely drivenby
the small numbers of galaxies per stack coupled with the large
intrinsic dispersion in the individual galaxy metallicities.

5.3. The Fundamental Metallicity Relation

The orientation of theM⋆–Z–SFR relation captures the
importance of SFR as a second parameter to the MZR
(Lara-López et al. 2010; Mannucci et al. 2010). Man-
nucci et al. (2010) established the convention that the FMR
is the projection of least scatter found by choosing a free
parameterα that minimizes the scatter in the metallicity
vs. µα ≡ log(M⋆) − α log(SFR) plane (Equation 1). Man-
nucci et al. (2010) found a value ofα = 0.32 for a sample of
SDSS galaxies with metallicities determined with the semi-
empirical calibration of Maiolino et al. (2008). As metallicity
estimates are well known to vary substantially between dif-
ferent methods, the parameterα may also be different due to
potentially different correlations between the inferred metal-



15

Table 5
Best Fitα

Calibration α
(1) (2)

direct method 0.66
KK04 0.24
M91 0.17
Z94 0.25
KD02 0.12
D02 0.34
PP04 N2 0.30
PP04 O3N2 0.32

Note. — Col-
umn (1): Metallicity
calibration (see Sec-
tion 3.3 for a more
detailed description
of the strong line
calibrations). Col-
umn (2): The coef-
ficient on log(SFR)
in Equation (1) that
minimizes the scat-
ter in the fundamen-
tal metallicity rela-
tion.

licity and the SFR. For example, Yates et al. (2012) used the
T04 metallicities, rather than those employed by Mannucci
et al. (2010), and found a lower value ofα = 0.19.

Figure 12 shows the fundamental metallicity relation for the
M⋆–SFR stacks (circles color-coded by SFR). The scatter in
metallicity at fixedµα is minimized forα = 0.66, which is
significantly larger than theα values found by Mannucci et al.
(2010) and Yates et al. (2012) for metallicities estimated with
strong line calibrations. The scatter for the stacks differs from
the scatter for individual galaxies (like the Mannucci et al.
2010 and Yates et al. 2012 studies) because the number of
galaxies per stack varies. For a direct comparison, we com-
puted the value ofα for the metallicities derived from various
empirical, semi-empirical, and theoretical strong line calibra-
tions for the stacks with log(SFR) >−1.0 (the same SFR range
as the stacks with direct method metallicities) and find lowα
values (α = 0.12–0.34) that are consistent with the Mannucci
et al. (2010) and Yates et al. (2012)α values (see Table 5).
The significant difference inα between the direct method and
the strong line methods indicates that the calibrations of all
of the strong line methods have some dependence on physical
properties that correlate with SFR.

The scatter in the direct method FMR (σ = 0.13) is almost
a factor of two smaller than the scatter in the direct method
MZR (σ = 0.22). This decrease is due to two features of
the M⋆–SFR stacks at fixed SFR shown as the solid colored
lines in Figure 11: (1) they are substantially offset from one
another; (2) they have similar slopes with minimal overlap.
The former reflects a strong SFR-dependence on the MZR;
the latter corresponds to a monotonic SFR–metallicity rela-
tion at fixed stellar mass.

Figure 13 shows theM⋆–SFR stacks (circles color-coded
by SFR) in the mass–metallicity plane with metallicities de-
termined with two representative strong line calibrations:
the Kobulnicky & Kewley (2004) theoreticalR23 calibration
(panel a) and the Pettini & Pagel (2004) empirical N2 calibra-
tion (panel b). Only stacks with log(M⋆) ≥ 8.0 were included

in Figure 13 because some stacks at lower stellar masses had
unphysically high strong line metallicities; to facilitate com-
parison with Figure 11, only stacks with log(SFR) >−1.0 are
shown in Figure 13. The stacks in panel (a) show the metallic-
ity from the upper branch ofR23, which were selected to have
log([N II ] λ6583/Hα) > −1.1 (Kewley & Ellison 2008). Panel
(b) shows stacks with−2.5 < log([N II ] λ6583/Hα) < −0.3,
the calibrated range for the Pettini & Pagel (2004) N2 calibra-
tion according to Kewley & Ellison (2008). For reference, the
thick black line shows the direct method MZR. The median,
68% contour, and 95% contour of the T04 MZR are indicated
by the solid, dashed, and dotted gray lines, respectively.

The scatter in metallicity about the best fit relation de-
creases only marginally from the MZR to the FMR when
strong line calibrations are used to estimate metallicity.For
the KK04 and PP04 N2 metallicities, the scatter is reduced by
σ = 0.10→0.09 andσ = 0.10→0.07, respectively. Figure 13
also shows that the constant SFR tracks for the strong line cal-
ibrations in the mass–metallicity plane are both more closely
packed and overlap more than those of the direct method. Fig-
ure 13 only shows theM⋆–SFR stacks with metallicities from
two strong line calibrations, one theoretical and one empirical,
but the minor reduction in scatter, small spread, and consid-
erable overlap are generic features of strong line metallicities
(the normalization is not).

A qualitative measure of the spread is the difference be-
tween the metallicity of the SFR0.0

−0.5 (light green) and the
SFR1.0

0.5 (light blue) stacks at a given stellar mass. There are 17
stellar mass bins with direct method metallicities for stacks
with these SFRs. The median metallicity difference for these
pairs of stacks was 0.38 dex for the direct method, 0.15 dex
for the Kobulnicky & Kewley (2004) calibration, and 0.13 dex
for the Pettini & Pagel (2004) calibration. The factor of∼2–3
difference between the direct method and strong line metal-
licities translates into an analogous difference in the SFR-
dependence of the MZR.

Another feature of the strong line MZRs at fixed SFR is
that different SFR tracks turn over at different stellar masses.
Low SFR tracks turn over at lower stellar masses than high
SFR tracks, so the sign of the dependence of the MZR on
SFR changes with stellar mass. At low stellar masses, higher
SFR stacks have lower metallicities; at high stellar masses,
the opposite is true—higher SFR stacks have higher metallic-
ities. Yates et al. (2012) found a similar, but more dramatic,
result for their sample of galaxies that used T04 metallicities.
The origin of the weak SFR-dependence and non-monotonic
relation for the strong line calibrations is not obvious, but we
discuss several potentially relevant effects in Section 7.3.

6. N/O ABUNDANCE

Nitrogen provides interesting constraints on chemical evo-
lution because it is both a primary and secondary nucleosyn-
thetic product. The yields of primary elements are indepen-
dent of the initial metal content of a star but the yields of sec-
ondary elements are not. In a low metallicity star, the majority
of the seed carbon and oxygen nuclei that will form nitrogen
during the CNO cycle are created during helium burning in
the star, so the nitrogen yield of such a star will scale roughly
with the carbon and oxygen yields. In this case, carbon, ni-
trogen, and oxygen all behave like primary elements. After
the ISM becomes sufficiently enriched, the nitrogen yield of
a star principally depends on the amount of carbon and oxy-
gen incorporated in the star at birth. The carbon and oxygen
still behave like primary elements, but nitrogen is a secondary
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Figure 13. TheM⋆–SFR stacks (circles color-coded by SFR) in the mass–metallicity plane with metallicities determined with the Kobulnicky &Kewley (2004)
R23 calibration (panel a) and the Pettini & Pagel (2004) N2 calibration (panel b). The thick black line shows the direct methodMZR from Figure 10. The solid,
dashed, and dotted gray lines show the median, 68% contour, and 95% contour, respectively, of the Tremonti et al. (2004) MZR. The error bars correspond to the
mean error for theM⋆–SFR stacks of a given SFR.
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Figure 14. N+/O+ ratio as a function of direct method oxygen abundance
(panel a) andM⋆ (panel b) for theM⋆ stacks (open circles) andM⋆–SFR
stacks (circles color-coded by SFR). The horizontal lines show the median
of the low oxygen abundance (12 + log(O/H) < 8.5) and low stellar mass
(log[M⋆] < 8.9) data. The positively sloped lines in panels (a) and (b) are
linear fits to the stacks with 12 + log(O/H) > 8.5 and log(M⋆) > 8.9, respec-
tively, whose fit parameters are given in Table 6. The error bars show the
mean error for theM⋆ stacks (black) and each SFR bin of theM⋆–SFR stacks
(color-coded by SFR). If N+/O+ is assumed to trace N/O, as is often done,
then our results can be compared directly to literature results on N/O. The
N/O abundances of the stacks are reported in Table 3.

nucleosynthetic product. Observational studies (Vila Costas
& Edmunds 1993; van Zee & Haynes 2006; Berg et al. 2012)
have found clear evidence for primary and secondary nitrogen
at low and high metallicity. Vila Costas & Edmunds (1993)
created a simple, closed box chemical evolution model that
quantified the regimes where nitrogen is expected to behave
like a primary and secondary element. However, modeling ni-
trogen enrichment is difficult because of the large uncertain-
ties in stellar yields and the delay time for nitrogen enrichment
relative to oxygen. Galactic winds also complicate nitrogen

enrichment because they may preferentially eject oxygen rel-
ative to nitrogen (van Zee & Haynes 2006). This is because
oxygen is formed quickly in massive stars and is available
to be ejected from galaxies by winds associated with intense
bursts of star formation. By contrast, the >100 Myr delay be-
fore the release of nitrogen from intermediate mass AGB stars
might be sufficient to protect it from ejections by a galactic
winds.

The N/O abundance as a function of oxygen abundance can
be used to disentangle the effects of nucleosynthesis, galac-
tic inflows and outflows, and different star formation histories
on the relative enrichment of nitrogen. The total N/O ratio
is a difficult quantity to measure because [NIII ] lines are not
readily observable, so N+/O+ is used frequently as a proxy
for N/O. This assumption is supported by the photoionization
models of Garnett (1990), which showed that the ionization
correction factor from N+/O+ to N/O should be∼1 to within
20%. Because the ionization factor should be close to unity,
most papers in the literature (e.g., Vila Costas & Edmunds
1993) that show N/O have assumed N/O = N+/O+. For trans-
parency, we plot N+/O+ as a function of direct method oxygen
abundance in Figure 14a for theM⋆ andM⋆–SFR stacks. We
measured the ionic abundances of N+ and O+ with the direct
method under the assumption thatTe[O II ] representsT2 (see
Section 3.2).

At low metallicity (12 + log(O/H) < 8.5), we find that the
M⋆ stacks have an approximately constant value of N+/O+,
which is expected for primary nitrogen. These stacks have
a median of log(N+/O+) = −1.43 (indicated by the horizon-
tal line5), which is consistent with other studies of HII re-
gions and dwarf galaxies (Vila Costas & Edmunds 1993). At
12 + log(O/H) = 8.5, there is a sharp transition where N+/O+

increases steeply with oxygen abundance (slope = 1.73),
which shows that nitrogen is acting like a secondary element.

5 We do not show a fit to these points because of the stronga priori ex-
pectation of a constant N+/O+ at low metallicity (and low mass); however, a
linear fit would have a slope of−0.21. The analogous slope for the low mass
N+/O+–M⋆ relation is−0.08.
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Table 6
N/O vs. O/H andM⋆ Fit Parameters forM⋆ Stacks

Abscissa Slope y-intercept Dispersion Fit Range
(1) (2) (3) (4) (5)

12 + log(O/H) 0 −1.43 0.04 12 + log(O/H) < 8.5
12 + log(O/H) 1.73 −16.15 0.08 12 + log(O/H) > 8.5

M⋆ 0 −1.43 0.04 M⋆ < 8.9
M⋆ 0.30 −4.04 0.01 M⋆ > 8.9

Note. — Column (1): N/O as a function of 12 + log(O/H) or
M⋆. Column (2): Slope of linear fit (set to 0 for first and third rows).
Column (3): y-intercept of linear fit. Column (4): Dispersion around
fit. Column (5): Range in 12 + log(O/H) orM⋆ of the fit.

Previous observations (e.g., Vila Costas & Edmunds 1993)
have found a smoother transition between primary and sec-
ondary nitrogen and a shallower slope in the secondary ni-
trogen regime, albeit with large dispersion that could be ob-
scuring these features. The fit parameters of the N+/O+–O/H
relation for theM⋆ stacks is presented in Table 6.

The M⋆ stacks form a tight sequence with a dispersion of
only σ = 0.08, compared to a more typical dispersion of
σ ∼ 0.3 for individual objects (e.g., Henry et al. 2000). A
plausible explanation for the additional scatter in the N/O–
O/H relation for individual galaxies is the time-dependence
of N/O caused by the difference in enrichment timescales of
oxygen and nitrogen following a burst of star formation. The
M⋆–SFR stacks show a larger dispersion than theM⋆ stacks,
potentially because these stacks contain fewer galaxies. The
low and moderate SFR stacks (SFR−0.5

−1.0, SFR0.0
−0.5, and SFR0.5

0.0)
follow the general trend of theM⋆ stacks; however, the high
SFR stacks (SFR1.0

0.5, SFR1.5
1.0, and SFR2.0

1.5) have higher N+/O+

at a given oxygen abundance, which may be because these
galaxies have experienced a large inflow of gas that would
lower O/H at fixed N/O (i.e., move galaxies to the left in Fig-
ure 14a). Another consequence of a vigorous burst of star
formation is the production of Wolf-Rayet stars that can en-
rich the gas in nitrogen for a brief period before the oxygen
enrichment from the subsequent SNe II (Berg et al. 2011). We
see evidence for Wolf-Rayet features, such as HeII λ4686, in
some of our stacks, especially at low mass.

Some of the features in the N+/O+–O/H relation are clarified
by the associated relation between N+/O+ and stellar mass,
which is shown in Figure 14b for theM⋆ andM⋆–SFR stacks
(see Table 6 for the fit parameters of the N+/O+–M⋆ relation
for the M⋆ stacks). Similar to Figure 14a, there is a primary
nitrogen plateau in N+/O+ at low stellar mass (log[M⋆] < 8.9)
and a steady increase in N+/O+ due to secondary nitrogen en-
richment above log(M⋆) = 8.9 (slope = 0.30). However, in
the secondary nitrogen regime, the N+/O+–M⋆ relation has a
much lower dispersion (σ = 0.01) than the N+/O+–O/H re-
lation (σ = 0.08). Some of the decreased dispersion is due
to the larger dynamic range of stellar mass relative to oxy-
gen abundance, but the tightness of the N+/O+–M⋆ relation
suggests that the enrichment of nitrogen relative to oxygenis
well-behaved on average. The essentially zero intrinsic dis-
persion in the N+/O+–M⋆ relation can be used to quantify the
effect of gas inflow and galactic winds on enrichment if all of
the scatter in N+/O+ at a given O/H is due to gas flows into and
out of galaxies. As in the N+/O+–O/H relation, the low and
moderate SFR stacks (SFR−0.5

−1.0, SFR0.0
−0.5, and SFR0.5

0.0) roughly
coincide with theM⋆ stacks. The high SFR stacks (SFR1.0

0.5,
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Figure 15. Our direct method MZR (open circles and thick black line) and
the Liang et al. (2007) direct method MZR (blue crosses and line). For refer-
ence, the solid, dashed, and dotted gray lines show the median, 68% contour,
and 95% contour, respectively, of the Tremonti et al. (2004) MZR.

SFR1.5
1.0, and SFR2.0

1.5) still tend to be more nitrogen enriched
than theM⋆ stacks at a fixedM⋆, but the discrepancy has de-
creased. The N+/O+–M⋆ diagram is less sensitive to dilution
(traced by SFR) because the high SFR galaxies with low O/H
are less significant outliers when shown as a function of stellar
mass.

The N/O–M⋆ relation has been previously investigated by
Pérez-Montero & Contini (2009) and Perez-Montero et al.
(2012), who used strong line methods to estimate N/O. They
found that N/O increased steadily with stellar mass and did
not show a plateau at low stellar mass associated with primary
nitrogen enrichment, in contrast to the direct method N/O–M⋆

relation. However, Perez-Montero et al. (2012) showed that
the strong line N/O–M⋆ relation is nearly independent of SFR,
which is roughly consistent with our finding that the N/O–M⋆

relation has only a mild dependence on SFR, particularly at
log(M⋆) & 9.0.

7. DISCUSSION

7.1. Comparison to a Previous Analysis That Used Auroral
Lines from Stacked Spectra

Liang et al. (2007) stacked SDSS spectra and applied the
direct method to estimate the MZR, although their study dif-
fers from ours in a number of important respects. First, their
study is based on DR4 spectroscopy of 23,608 galaxies, which
is approximately an order of magnitude fewer than our sam-
ple. Second, they implemented a minimum [OII ] λ3727 EW
criterion to select the input galaxies to their stacks in order to
increase the SNR of their stacked spectra. Finally, they only
measuredTe[O II ] from the [OII ] λλ7320, 7330 lines and then
inferredTe[O III ] (and the O++ ionic abundance) from theT2–
T3 relation provided by Izotov et al. (2006). These differences
are likely responsible for the offset between our MZR and the
Liang et al. (2007) MZR, the absence of a turnover in their
MZR, and their greater scatter as shown in Figure 15.

The [O II ] selection criterion can readily explain part of the
offset between our MZRs. Liang et al. (2007) only selected
galaxies with above average [OII ] λ3727 EW (at fixed mass)
for galaxies with log(M⋆) < 10 and required a more stringent
EW([O II ]) > 30 Å for galaxies with log(M⋆) > 10. As a re-
sult of this selection, their stacks have systematically higher
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SFRs by approximately 0.15 to 0.2 dex. This in turn biases the
stacks to lower metallicities because of theM⋆–Z–SFR rela-
tion (Mannucci et al. 2010; Lara-López et al. 2010). The mag-
nitude of this effect (∼0.05–0.08 dex) accounts for part of the
difference between the MZRs. Another effect of this selec-
tion is that the increase in average SFR increases the turnover
mass and makes it less distinct (see Figure 11).

The turnover mass is also not apparent in their MZR due to
the greater scatter, which is largely due to their order of mag-
nitude smaller sample. The scatter around the linear fit from
log(M⋆) = 8.0–10.5 for their data isσ = 0.12. The scatter
around an asymptotic logarithmic fit (Equation 5) is reduced
only to σ = 0.11. An asymptotic logarithmic fit has an addi-
tional degree of freedom relative to a linear fit, so the marginal
improvement inσ suggests that the Liang et al. (2007) MZR
can be sufficiently characterized by a linear fit. Over the same
mass range, the scatter around the asymptotic logarithmic fit
of our data (thick black line) is onlyσ = 0.03, or a factor of
four smaller. The smaller scatter in our MZR enables a clear
identification of the turnover.

The method employed by Liang et al. (2007) to estimate the
oxygen abundance is also distinct from ours and may explain
the rest of the discrepancy in the normalization differencebe-
tween our studies. The Liang et al. (2007) study relies solely
on the [OII ] λλ7320, 7330 auroral lines to measureTe[O II ],
which is used to inferTe[O III ] and the O++ abundance by ap-
plying theT2–T3 relation andTe[O III ]–(O++/H+) formula from
Izotov et al. (2006). They did not detect [OIII ] λ4363 in their
stacks, which they only binned in stellar mass, because they
had fewer galaxies per bin. The stellar continuum subtraction
may also have affected the detection of [OIII ] λ4363 because
of its proximity to the Hγ stellar absorption feature, whereas
the stellar continuum is comparatively featureless in the vicin-
ity of the [O II ] λλ7320, 7330 lines. Liang et al. (2007) used
the Bruzual & Charlot (2003) spectral templates, rather than
the empirical and higher resolutionMILES templates that we
have adopted (see Section 2.3), and this difference may also
have played an important role. As a consequence of their lack
of a detection of [OIII ] λ4363, their oxygen abundance esti-
mate depends on the quality of the assumption that the galax-
ies obey theT2–T3 relation of Izotov et al. (2006). Our empir-
ical measurements ofT2 andT3 indicate that this assumption
underestimatesT3 and overestimates O++/H, which may partly
explain why our MZRs are in better agreement at high mass
where O+ is the dominant ionization state of oxygen.

7.2. Temperature and Metallicity Discrepancies

Temperatures and metallicities of HII regions measured
with the direct method do not always agree with those mea-
sured with other techniques. For example, temperatures mea-
sured with the direct method tend to be systematically higher
than those measured from the Balmer continuum (Peimbert
1967). Also, the metallicities determined from optical recom-
bination lines (e.g., CII λ4267 and OII λ4649) and far-IR
fine-structure lines (e.g., [OIII ] 52, 88µm) tend to be 0.2–0.3
dex higher than those from collisionally excited lines (García-
Rojas & Esteban 2007; Bresolin 2008; Esteban et al. 2009).
The exact cause of these temperature and abundance discrep-
ancies is currently not understood.

Peimbert (1967) proposed that temperature fluctuations and
gradients in HII regions cause direct method temperatures to
be systematically overestimated, while direct method metal-
licities are underestimated. To account for temperature varia-
tions across a nebula, he introduced the concept oft2, the root

mean square deviation of the temperature from the mean. Es-
timating t2 has proven to be difficult, so most direct method
metallicity studies assumet2 = 0. However, optical recom-
bination lines and far-IR fine-structure lines are less sensitive
to temperature than collisionally excited lines, so they could
be used to estimatet2 if the discrepancy between the metal-
licity determined from collisionally excited lines and optical
recombination lines or far-IR fine-structure lines is assumed
to be caused by temperature fluctuations. The few studies
that have measured optical recombination lines (e.g., García-
Rojas & Esteban 2007; Esteban et al. 2009) find that values
of t2 = 0.03–0.07 are necessary to increase the direct method
metallicities by 0.2–0.3 dex to match the optical recombina-
tion line metallicities.

Recently, Nicholls et al. (2012) suggested that the electron
energy distribution could be the cause of the temperature and
metallicity discrepancies. Specifically, they questionedthe
widespread assumption that the electrons are in thermal equi-
librium and can be described by a Maxwell-Boltzmann distri-
bution. Instead, they suggested that a there might be an excess
of high energy electrons and proposed that aκ-distribution is
a more appropriate description of the electron energy distri-
bution. Theκ-distribution is based on direct measurements of
solar system plasmas. Assuming aκ-distribution for an HII
region lowers the derived temperature, increases the inferred
metallicity, and could potentially resolve the discrepancy be-
tween the temperatures and metallicities found with optical
recombination lines and collisionally excited lines.

Models of H II regions by Stasińska (2005) indicate
that metallicities based on the direct method could suffer
from systematic biases in metal-rich HII regions. She
finds that measuring metallicity fromTe[O III ] and Te[N II ]
tends to dramatically underestimate the true metallicity for
12 + log(O/H) > 8.6 (see her Figure 1). The situation does
not improve if metallicities are computed with onlyTe[N II ]
because the derived metallicity can wildly overestimate or
underestimate the true metallicity depending on the physi-
cal conditions and geometry of the HII region. However,
there are two key differences between the models of Stasińska
(2005) and the measurements made in this study that could
minimize the bias. First, we measured the temperature of the
low ionization region fromTe[O II ], not Te[N II ]. Second, we
analyzed spectra of galaxy stacks and not individual HII re-
gions, which may average out the large predicted errors. Our
stacks generally increase smoothly in metallicity as a function
of M⋆, which does not rule out systematic error but minimizes
the impact of the individual, catastrophic errors highlighted in
Stasínska (2005).

7.3. Strong Line Calibrations and the SFR-dependence of the
FMR

The MZRs and FMRs based on strong line calibrations
(Figure 13) have a much weaker dependence on SFR than the
direct method MZR and FMR (Figures 10–12). Relative to
the direct method MZR and FMR, the strong line MZR and
FMR have (1) a smaller spread in the mass–metallicity plane
(compare Figures 11 and 13), (2) a smaller reduction in scat-
ter from the MZR to the FMR (see Section 5.3), and (3) a
smaller value ofα (see Table 5). This trend is a generic fea-
ture of strong line calibrations that holds for both empirical
and theoretical calibrations and for all strong line indicators
(R23, N2, N2O2, and O3N2) that we used. Since a strong
line calibration is only applicable to the physical conditions
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Figure 16. Panel (a) shows the excitation parameter,P = [O III ] λλ4959, 5007 / ([OII ] λ3727 + [OIII ] λλ4959, 5007), as a function ofR23 = ([O II ] λ3727 +
[O III ] λλ4959, 5007) / Hβ. Panel (b) shows log([OII ] λ3727 / Hβ) versus log([OIII ] λ5007 / Hβ). The gray scale contours (50%, 75%, and 95%) and gray
points correspond to SDSS star-forming galaxies. The white and colored circles represent theM⋆ andM⋆–SFR (color-coded by SFR) stacks, respectively. The
light blue contours (50% and 75%) and light blue crosses showH II regions with direct method metallicities from the Pilyugin etal. (2012) compilation. In panel
(b), the dashed and dotted lines show lines of constant [OII ] λ3727 / [O III ] λ5007 andR23, respectively. The stacks trace the overall galaxy distribution better
than H II regions, especially at lower excitation parameters. The HII regions tend to have high excitation parameters because the auroral line flux is a strong
function of metallicity and henceR23.

spanned by the calibration sample or model, it is important to
understand the physical properties of the calibration sample
for empirical calibrations and the assumptions behind the HII
region models that underlie theoretical calibrations.

Figure 16 compares excitation parameter (P) andR23 (panel
a) and [OII ] and [O III ] fluxes relative to Hβ (panel b) for
galaxies, stacks of galaxies, and HII regions. The gray con-
tours (50%, 75%, and 95%) and points indicate SDSS star-
forming galaxies, whose line flux measurements come from
the MPA-JHU catalog (Tremonti et al. 2004), after we cor-
rected their measured values for intrinsic reddening. The
stacks are shown by the open and colored circles. Extragalac-
tic H II regions with direct method metallicities are repre-
sented by the light blue contours and crosses. The dereddened
line fluxes of the HII regions come from the literature compi-
lation by Pilyugin et al. (2012)6.

6 The original data can be found in Bresolin et al. (2004), Bresolin et al.
(2005), Bresolin (2007), Bresolin et al. (2009a), Bresolinet al. (2009b),
Campbell et al. (1986), Castellanos et al. (2002), de Blok & van der Hulst
(1998), Esteban et al. (2009), Fierro et al. (1986), French (1980), Fricke et al.
(2001), Garnett et al. (1997), Garnett et al. (2004), Gonzalez-Delgado et al.
(1994), Guseva et al. (2000), Guseva et al. (2001), Guseva etal. (2003a),
Guseva et al. (2003b), Guseva et al. (2004), Guseva et al. (2009), Guseva
et al. (2011), Hägele et al. (2008), Hawley (1978), Hodge & Miller (1995),
Izotov et al. (1994), Izotov et al. (1997), Izotov & Thuan (1998a), Izotov &
Thuan (1998b), Izotov et al. (1999), Izotov et al. (2001), Izotov et al. (2004),
Izotov & Thuan (2004), Izotov et al. (2009), Izotov et al. (2011), Kehrig
et al. (2004), Kehrig et al. (2011), Kennicutt & Skillman (2001), Kennicutt
et al. (2003), Kinkel & Rosa (1994), Kniazev et al. (2000), Kobulnicky et al.
(1997), Kunth & Sargent (1983), Kwitter & Aller (1981), Lee et al. (2003a),
Lee et al. (2003b), Lee et al. (2004), Lee et al. (2005), Lequeux et al. (1979),
López-Sánchez et al. (2004), López-Sánchez et al. (2007), López-Sánchez &
Esteban (2009), López-Sánchez et al. (2011), Luridiana et al. (2002), Magrini
& Gonçalves (2009), McCall et al. (1985), Melbourne et al. (2004), Mel-
nick et al. (1992), Miller (1996), Noeske et al. (2000), Pagel et al. (1980),
Pagel et al. (1992), Pastoriza et al. (1993), Peimbert et al. (1986), Peña
et al. (2007), Pérez-Montero et al. (2009), Popescu & Hopp (2000), Pustilnik
et al. (2002), Pustilnik et al. (2003a), Pustilnik et al. (2003b), Pustilnik et al.
(2005), Pustilnik et al. (2006), Rayo et al. (1982), Savianeet al. (2008), Sed-

Figure 16a shows the excitation parameterP as a function
of R23. Excitation increases upwards, butR23 is double-valued
with metallicity, so metallicity increases to the left for objects
on the upper branch (the majority of the galaxies and stacks)
and increases to the right for objects on the lower branch
(most of the compiled HII regions). Figure 16b displays an-
other projection of the same data in the space defined by the
dereddened [OII ] λ3727 and [OIII ] λ5007 line fluxes rela-
tive to Hβ. The dotted lines show constantR23 values, and the
dashed lines mark constant [OII ] λ3727/[OIII ] λ5007 values.

In Figure 16, the compiled HII regions predominantly over-
lap with the high excitation and highR23 tail of the galaxy dis-
tribution in Figure 16a and the analogous high [OIII ] λ5007
tail of the galaxy distribution in Figure 16b, which corre-
sponds to low metallicity galaxies. The compiled HII re-
gions have direct method metallicities and therefore at least
one detectable auroral line, usually [OIII ] λ4363. Because
the strength of the auroral lines, especially [OIII ] λ4363, is a
strong function of metallicity and excitation parameter, these
H II regions were effectively selected to have low metallicities
and high excitation parameters. Thus, they are not represen-
tative of the typical conditions found in the HII regions of
the galaxy sample. Empirical calibrations, which are based
on samples of HII regions with direct method metallicities,
are not well constrained in the high metallicity, low excita-
tion regime where most galaxies and their constituent HII re-
gions lie. For example, Moustakas et al. (2010) recommended
only using the empirical Pilyugin & Thuan (2005)R23 calibra-
tion for objects withP > 0.4. When empirical calibrations are

wick & Aller (1981), Skillman (1985), Skillman & Kennicutt (1993), Skill-
man et al. (2003), Stanghellini et al. (2010), Terlevich et al. (1991), Thuan
et al. (1995), Thuan et al. (1999), Torres-Peimbert et al. (1989), Tüllmann
et al. (2003), van Zee et al. (1997), van Zee et al. (1998), vanZee (2000), van
Zee & Haynes (2006), van Zee et al. (2006), Vilchez et al. (1988), Vílchez
& Iglesias-Páramo (2003), Webster & Smith (1983), and Zahid & Bresolin
(2011).
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applied to large galaxy samples, galaxy metallicities are sys-
tematically underestimated, particularly at low excitation and
high metallicity (Moustakas et al. 2010). Similarly, MZRs
based on empirical calibrations may have an artificially weak
dependence on SFR.

The typical excitation conditions andR23 values of the
stacks are much better matched to the overall galaxy distribu-
tion than the compiled HII regions with direct method metal-
licities. The stacks probe to both lower excitation (P ≈ 0.2)
and higher metallicity (R23 ≈ 0.4) than the bulk of the com-
piled H II regions. The stacks do not continue to lowR23
values (<0.3), a region of parameter space populated by the
most massive and metal-rich galaxies in our sample. The
[O II ] λ3727 and [OIII ] λ5007 line fluxes of these galax-
ies vary significantly, even at the same stellar mass and SFR.
While the stacks do not reach the lowestR23 values of the
galaxies, they still trace the averageR23 values of the galaxies
in each stack.

Theoretical calibrations are based on stellar population syn-
thesis models, like STARBURST99 (Leitherer et al. 1999),
and photoionization models, such as MAPPINGS (Sutherland
& Dopita 1993; Groves et al. 2004a,b) and CLOUDY (Ferland
et al. 1998). The stellar population synthesis model generates
an ionizing radiation field that is then processed through the
gas by the photoionization model. The parameters in the stel-
lar population synthesis model include stellar metallicity, age
of the ionizing source, initial mass function, and star forma-
tion history. In the photoionization model, the electron den-
sity and the ionization parameter are adjustable parameters.
Because the model grids can span a wide range of parame-
ter space, particularly in metallicity and excitation parameter,
theoretical calibrations have an advantage over empiricalcal-
ibrations at high metallicity and low excitation, where empir-
ical calibrations are not strictly applicable.

However, metallicities derived with theoretical calibrations
can be significantly higher (up to 0.7 dex; see Kewley & El-
lison 2008) than direct method metallicities. The most likely
cause of this offset is the breakdown of one or more of the
assumptions about the physics of HII regions in the stellar
population synthesis or photoionization models. In the stellar
population synthesis models, the ionizing source is usually
treated as a zero age main sequence starburst, which is not
applicable for older star clusters (Berg et al. 2011), and the
line fluxes can change appreciably as a cluster (and the asso-
ciated HII region) ages. As elucidated by Kewley & Ellison
(2008), there are three main issues with the photoionization
models. First, they treat the nebular geometry as either spher-
ical or plane-parallel, which may not be appropriate for the
true geometries of the HII regions. Second, the fraction of
metals depleted onto dust grains is poorly constrained by ob-
servations (see Draine 2003; Jenkins 2009) but is a required
parameter of the photoionization models. Third, they assume
that the density distribution of the gas and dust as smooth,
when it is clumpy. While all these assumptions might break
down to some degree, it is unknown which assumption or as-
sumptions causes metallicities based on theoretical strong line
calibrations to be offset from the direct method metallicities,
but it is conceivable that the weak SFR dependence of theo-
retical strong line calibration MZRs is also due to these as-
sumptions.

One of the most intriguing findings of the Mannucci et al.
(2010) and Lara-López et al. (2010) studies is that high red-
shift observations are consistent with no redshift evolution of
the strong line FMR up toz = 2.5 andz = 3.5, respectively.

Given the large discrepancies between the local strong line
and direct method FMRs, a fair comparison between the lo-
cal direct method FMR and a high redshift strong line FMR
is not possible. An interesting test would be to check if high
redshift direct method metallicity measurements are consis-
tent with the local direct method FMR. A few studies (Hoyos
et al. 2005; Kakazu et al. 2007; Yuan & Kewley 2009; Erb
et al. 2010; Brammer et al. 2012) have reported direct method
metallicities at higher redshifts (z∼ 0.7–2.3), but none simul-
taneously provide the stellar masses and SFRs of the galaxies.
Since the FMR and its evolution provide important constraints
on theoretical galaxy evolution models and form the basis
of empirical galaxy evolution models (Zahid et al. 2012b;
Peeples & Somerville 2012), future studies that measure all
three of these parameters would be valuable.

7.4. Physical Processes Governing the MZR and M⋆–Z–SFR
Relation

Understanding the baryon cycling of galaxies relies heav-
ily on the adopted relations between stellar mass, metallic-
ity, and SFR. Traditionally, the MZR andM⋆–Z–SFR relation
have been measured with strong line methods. In this study,
we have used the more reliable direct method to measure the
MZR andM⋆–Z–SFR relation. The direct method MZR (Fig-
ure 10) spans three orders of magnitude in stellar mass from
log(M⋆) = 7.4–10.5 and thus simultaneously extends the MZR
to lower masses by an order of magnitude compared to strong
line MZRs (e.g., T04) and resolves the high mass turnover.
The features of the direct method MZR that most strongly
influence the physical interpretations are its low mass slope
(O/H∝ M⋆

1/2), its turnover mass (log[M⋆] = 8.9), and its nor-
malization (12 + log(O/H)asm= 8.8). The SFR-dependence of
the MZR (see Figures 11 and 12) also serves as an important
observational constraint for galaxy evolution models. We find
that the MZR depends strongly on SFR (α = 0.66; Figure 12)
at all stellar masses.

The MZR andM⋆–Z–SFR relation are shaped by gas in-
flows, gas outflows, and star formation. The interplay be-
tween these three processes is complex, so hydrodynamic
galaxy simulations (e.g., Brooks et al. 2007; Finlator & Davé
2008; Davé et al. 2011b; Davé et al. 2011a) and analytic mod-
els (e.g., Peeples & Shankar 2011; Davé et al. 2012) have been
used to establish a framework to interpret the observationsin
a physical context. Below we briefly discuss the physical im-
plications of our results within the formalisms of Peeples &
Shankar (2011) and Finlator & Davé (2008).

Peeples & Shankar (2011) developed an analytic model
for understanding the importance of outflows in governing
the MZR based on the assumption that galaxies follow zero
scatter relations between stellar mass, gas fraction, metal-
licity, outflow efficiency, and host halo properties. In their
formalism, the primary variable controlling the MZR is the
metallicity-weighted mass-loading parameter,

ζwind ≡

(

Zwind

ZISM

)(

Ṁwind

Ṁ⋆

)

, (6)

whereZwind andZISM are the wind and ISM metallicities, re-
spectively, andṀwind/Ṁ⋆ is the unweighted mass-loading pa-
rameter.ζwind can be expressed in terms of the MZR and the
stellar mass–gas fraction relation by rearranging their Equa-
tion (20):

ζwind = y/ZISM − 1−αFgas, (7)
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wherey is the nucleosynthetic yield,α is a parameter of order
unity (see their Equation 11), andFgas≡ Mgas/M⋆ is the gas
fraction.

If we adopt the Peeples & Shankar (2011) formalism and
their fiducial yield and stellar mass–gas fraction relation, then
we can solve for theM⋆–ζwind relation implied by the direct
method MZR. This direct methodM⋆–ζwind relation starts at
high ζwind (ζwind ∼ 15) for low mass galaxies (log[M⋆] = 7.5).
Then,ζwind decreases with increasing stellar mass, eventually
flattening and approaching a constantζwind (ζwind ∼ 2) above
the turnover mass (log[M⋆] = 8.9). Since the D02 MZR has
a similar shape and normalization to the direct method MZR
from log(M⋆) = 8.5–10.5, the direct methodM⋆–ζwind rela-
tion resembles the D02M⋆–ζwind relation shown in Figure 6
of Peeples & Shankar (2011). Also, the direct method MZR
implies a similar behavior forZwind andZISM as a function of
stellar mass as the D02 MZR (see their Figure 9). The ratio
of Zwind/ZISM inversely correlates with how efficiently winds
entrain ambient ISM. If we adopt the simple relation between
metallicity and the unweighted mass-loading parameter from
Finlator & Davé (2008),ZISM ≈ y/(1+ Ṁwind/Ṁ⋆), then the
direct method MZR implies an efficiency of mass ejection
that scales aṡMwind/Ṁ⋆ ∝ M−1/2

⋆ for log(M⋆) . 9.0. The
higherζwind for low mass galaxies relative to high mass galax-
ies could be due to more enriched winds (largerZwind/ZISM)
or more efficient mass ejection by winds (largerṀwind/Ṁ⋆)
or both. Peeples & Shankar (2011) found that theM⋆–ζwind
relation follows the general shape of the direct methodM⋆–
ζwind relation regardless of the input MZR (see their Figure
6). However, the direct method MZR requires more efficient
metal ejection by winds than theoretical strong line calibration
MZRs (T04; Z94; KK04; M91) at all stellar masses because
of the lower normalization of the direct method MZR. We
note that the yield is poorly constrained, and a higher adopted
yield requires more efficient outflows to produce the observed
MZR.

In contrast to the Peeples & Shankar (2011) framework
that assumed a zero scatter MZR (and therefore does not ac-
count for variations in the SFR or gas fraction at a fixed stel-
lar mass), the Finlator & Davé (2008) model, based on cos-
mological hydrodynamic simulations, treats the MZR as an
equilibrium condition. In their model, galaxies are perturbed
off the MZR by stochastic inflows but the star formation trig-
gered by the inflow of gas and the subsequent metal produc-
tion returns them to the mean MZR. The rate at which galax-
ies re-equilibrate following an episode of gas inflow sets the
scatter in the MZR, which is indirectly traced by the SFR-
dependence of theM⋆–Z–SFR relation.

The observed SFR-dependence of theM⋆–Z–SFR relation
differs according to the strong line metallicity calibration used
to construct theM⋆–Z–SFR relation, as found by Yates et al.
(2012). Specifically, they used metallicities estimated with
the Mannucci et al. (2010) method and T04 method. At low
stellar masses, metallicity decreases with increasing SFRfor
bothM⋆–Z–SFR relations. But at high stellar masses (log[M⋆]
& 10.5), the SFR-dependence of the T04M⋆–Z–SFR relation
reverses, so that metallicity increases with increasing SFR;
however, the Mannucci et al. (2010)M⋆–Z–SFR relation col-
lapses to a single sequence that is independent of SFR. Yates
et al. (2012) suggested that the SFR-dependence of the Man-
nucci et al. (2010)M⋆–Z–SFR relation at high stellar mass is
obscured by the N2 indicator (which was averaged with the
metallicity estimated fromR23) used in the Mannucci et al.

(2010) metallicity calibration, which saturates at high metal-
licity.

Unlike the Mannucci et al. (2010) and T04M⋆–Z–SFR re-
lations, the SFR-dependence of the direct methodM⋆–Z–SFR
relation does not change dramatically with stellar mass. There
is little overlap between the constant SFR tracks in the di-
rect methodM⋆–Z–SFR relation (Figure 11). Furthermore,
the SFR-dependence is strong (α = 0.66; see Section 5.3), so
the scatter in the direct method MZR for individual galaxies
(if it could be measured) would be larger than the scatter in
the Mannucci et al. (2010) and T04 MZRs. Within the con-
text of the Finlator & Davé (2008) model, this means that the
direct method MZR implies a longer timescale for galaxies to
re-equilibrate than the Mannucci et al. (2010) and T04 MZRs.
We note that the direct methodM⋆–Z–SFR relation does not
probe above log(M⋆) = 10.5 because the auroral lines are un-
detected in this regime; however, this mass scale is where the
discrepancies between the Mannucci et al. (2010) and T04
metallicities are the largest—potentially due to a break down
of strong line calibrations at high metallicities (see Section
7.3).

8. SUMMARY

We have measured [OIII ], [O II ], [N II ], and [SII ] electron
temperatures, direct method gas-phase oxygen abundances,
and direct method gas-phase nitrogen to oxygen abundance
ratios from stacked galaxy spectra. We stacked the spectra
of ∼200,000 SDSS star-forming galaxies in bins of (1) 0.1
dex in stellar mass and (2) 0.1 dex in stellar mass and 0.5
dex in SFR. The high SNR stacked spectra enabled the de-
tection of the temperature-sensitive auroral lines that are es-
sential for metallicity measurements with the direct method.
Auroral lines are weak, especially in massive, metal-rich ob-
jects, but we detect [OIII ] λ4363 up to log(M⋆) = 9.4 and
[O II ] λλ7320, 7330 up to log(M⋆) = 10.5, which is gener-
ally not feasible for spectra of individual galaxies. We used
the auroral line fluxes to derive the [OIII ] and [O II ] electron
temperatures, the O++ and O+ ionic abundances, and the total
oxygen abundances of the stacks.

We constructed the direct method mass–metallicity and
M⋆–Z–SFR relations across a wide range of stellar mass
(log[M⋆] = 7.4–10.5) and SFR (log[SFR] =−1.0→2.0).
The direct method MZR rises steeply (O/H∝ M⋆

1/2) from
log(M⋆) = 7.4–8.9. The direct method MZR turns over at
log(M⋆) = 8.9, in contrast to strong line MZRs that typi-
cally turn over at higher masses (log[M⋆] ∼ 10.5). Above
the turnover, the direct method MZR approaches an asymp-
totic metallicity of 12 + log(O/H) = 8.8, which is consistent
with empirical strong line calibration MZRs but∼0.3 dex
lower than theoretical strong line calibration MZRs like the
Tremonti et al. (2004) MZR. Furthermore, we found that the
SFR-dependence (as measured by the value ofα that mini-
mizes the scatter at fixedµα ≡ log(M⋆) − αlog(SFR) in the
fundamental metallicity relation; see Equation 1) of the direct
methodM⋆–Z–SFR relation is∼2–3 times larger (α = 0.66)
than for strong lineM⋆–Z–SFR relations (α ∼ 0.12–0.34). Its
SFR-dependence is monotonic as a function of stellar mass,
so constant SFR tracks do not overlap, unlike strong lineM⋆–
Z–SFR relations.

We also showed that the direct method N/O relative abun-
dance correlates strongly with oxygen abundance and even
more strongly with stellar mass. N/O exhibits a clear transi-
tion from primary to secondary nitrogen enrichment as a func-
tion of oxygen abundance and stellar mass.
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The slope, turnover, normalization, and SFR-dependence
of the MZR act as critical constraints on galaxy evolution
models and are best measured by methods that do not rely
on strong line diagnostics, such as the direct method. Fu-
ture work should aim to construct a direct method MZR of
individual galaxies with high SNR optical spectra that enable
the detection of auroral lines in high mass and high metal-
licity objects. Furthermore, metallicities based onHerschel
observations of far-IR fine-structure lines will provide a valu-
able check on the absolute abundance scale, which is a major
outstanding uncertainty for galaxy evolution studies. These
types of investigations will improve our understanding of the
galaxy formation process, particularly the cycling of baryons
between galaxies and the IGM.
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A&A, 441, 981

Brinchmann, J., Charlot, S., White, S. D. M., Tremonti, C., Kauffmann, G.,
Heckman, T., & Brinkmann, J. 2004, MNRAS, 351, 1151

Brooks, A. M., Governato, F., Booth, C. M., Willman, B., Gardner, J. P.,
Wadsley, J., Stinson, G., & Quinn, T. 2007, ApJ, 655, L17

Bruzual, G., & Charlot, S. 2003, MNRAS, 344, 1000
Cai, W., & Pradhan, A. K. 1993, ApJS, 88, 329
Campbell, A., Terlevich, R., & Melnick, J. 1986, MNRAS, 223, 811
Cardelli, J. A., Clayton, G. C., & Mathis, J. S. 1989, ApJ, 345, 245
Castellanos, M., Díaz, A. I., & Terlevich, E. 2002, MNRAS, 329, 315
Cid Fernandes, R., Mateus, A., Sodré, L., Stasińska, G., & Gomes, J. M.
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