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ABSTRACT
Microlensing light curves are now being monitored with the temporal sampling and photometric pre-

cision required to detect small perturbations due to planetary companions of the primary lens. Micro-
lensing is complementary to other planetary search techniques, both in the mass and orbital separation
of the planets to which it is sensitive and its potential for measuring the abundance of planets beyond
the solar neighborhood. We present an algorithm to analyze the efficiency with which the presence of
lensing binaries of given mass ratio and angular separation can be detected in observed microlensing
data sets ; such an analysis is required in order to draw statistical inferences about lensing companions.
Our method incorporates the actual sampling, photometric precision, and monitored duration of individ-
ual light curves. We apply the method to simulated (but realistic) data to explore the dependence of
detection efficiencies on observational parameters, the impact parameter of the event, the Ðnite size of
the background source, the amount of unlensed (blended) light, and the criterion used to deÐne a detec-
tion. We Ðnd that : (1) the detection efficiency depends strongly on the impact parameter of the moni-
tored event, (2) the detection efficiency is robust to changes in detection criterion for strict criteria

and large mass ratios (3) Ðnite sources can dramatically alter the detection effi-(*s2Z 100) (q Z 10~2),
ciency to companions with mass ratios and (4) accurate determination of the blended lightq [ 10~3,
fraction is crucial for the accurate determination of the detection efficiency of individual events. Sugges-
tions are given for addressing complications associated with computing accurate detection efficiencies of
observed data sets.
Subject headings : binaries : general È gravitational lensing È planetary systems

1. INTRODUCTION

Microlensing was proposed in 1986 by as aPaczyn� ski
method to detect compact baryonic dark matter in the halo
of our Galaxy, but before the Ðrst events were discovered
(Alcock et al. 1993 ; Aubourg et al. 1993 ; Udalski et al.
1993), Mao & (1991) had already noted that itPaczyn� ski
might be possible to detect planetary companions of the
primary microlenses. The basic idea is simple : when a
compact object, such as a star or massive dark object,
passes near the line of sight to a distant source, the source is
magniÐed. This magniÐcation is depends (only) on the
angular separation of the lens and source. Since the lens,
source, and observer are all in relative motion, the magniÐ-
cation will be time-variable, creating a ““microlensing event.ÏÏ
Companions to the primary lens can be detected via the dis-
tortions they create in the light curve generated by the
primary lens. The nature of the distortion depends on the
mass ratio and angular separation of the two components.

As a planet search technique, microlensing o†ers unique
advantages. Since microlensing is caused the gravitational
Ðeld (i.e., mass) of the lenses, it is not limited to the study of
nearby or indeed luminous objects, and thus can be used to
search for planetary companions around typical Galactic
stars at distances of many kiloparsecs. As a consequence, a
nearly unlimited number of dwarf stars are available to
serve as gravitational microlenses and potential search can-
didates. This advantage is linked to the primary drawback
of microlensing planetary searches : most follow-up studies
will be difficult owing to the faintness of the stars serving as
typical lenses. This drawback is compounded by the irre-

peatability of speciÐc microlensing observations ; lensing of
a particular source by a particular lens is a singular
occurrence. Nevertheless, the robust statistics on the nature
of planetary systems many kiloparsecs distant and the com-
plementary nature of the information about discovered
systems microlensing can provide make it an important tool
in the cadre being assembled to study extrasolar planets
(Sackett 1999). Furthermore, microlensing planet searches
are relatively inexpensive, requiring only several dedicated 1
m class telescopes. Microlensing is the only technique cur-
rently capable of routinely discovering planets like our own
Jupiter, and the only ground-based method capable, in
principle, ofdetectingdistant terrestrial-massplanets, though
thiswill require substantial enhancements over existing capa-
bilities (Bennett & Rhie 1996 ; Peale 1997 ; Sackett 1997).

Current microlensing survey teams have sampling rates
that are too large (Dday) and/or photometric accuracies
that are too poor (D5%) to detect and characterize the
perturbations caused by planets, but the nearly 100 real-
time electronic alerts of ongoing bulge events that they
provide annually have become the primary targets for
newly formed microlensing planet searches. These new
““monitoring teams ÏÏ (PLANET: Albrow et al. 1997, 1998 ;
GMAN: Alcock et al. 1997c ; MPS: Rhie et al. 1999) have
formed with the express purpose of executing the nearly
continuous temporal coverage and high photometric preci-
sion on real-time microlensing alerts necessary to detect
deviations from the generic light curve of the sort expected
from planetary and other microlensing anomalies (see e.g.,
Albrow et al. 1998). The PLANET collaboration in particu-
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lar has now monitored nearly 100 microlensing events with
varying degrees of photometric sampling and precision
(often Dhourly with D2% photometry over the largest
magniÐcation regions) ; such existing data sets may already
place interesting constraints on the frequency of stellar
binaries and planetary systems.

Like all planet search techniques, microlensing is not
100% efficient, because of both intrinsic and observational
limitations. The efficiency with which a given data set will
reveal the presence of a companion to the primary micro-
lens must be quantiÐed before it can be used to constrain
the frequency and properties of extrasolar planetary
systems. QuantiÐcation of detection efficiencies of any kind
can be a difficult and tedious process : the intrinsic limi-
tations of the method must be identiÐed and combined with
the actual observational limitations. The detection effi-
ciency may depend on hidden or unmeasurable parameters ;
these must be identiÐed and properly quantiÐed in order to
avoid biasing the Ðnal conclusions. Despite a substantial
body of work addressing the likely planet detection effi-
ciency of idealized microlensing programs, no methods
have yet been proposed for calculating the efficiency of
observed data sets to lensing binaries.

Here we present an algorithm for computing the detec-
tion efficiency to lensing binaries that is speciÐc to individ-
ual observed microlensing light curves. By directly
imposing the actual observational limitations as a con-
straint, the approach is less prone to the biases that may
arise when using simpliÐed models of observational condi-
tions. Furthermore, the method is simple to implement and
computationally inexpensive, since it involves direct inte-
gration over unknown quantities rather than Monte Carlo
simulations commonly used to calculate detection effi-
ciencies of idealized observing programs. We apply this
method to simulated data sets in order to explore how the
detection efficiency depends on intrinsic and observational
e†ects. We also explore possible biases that may be intro-
duced into the inferred efficiency of individual events to
planet detection if the size of the source and the fraction of
unresolved light (““ blending ÏÏ) are ill constrained.

We begin by reviewing the relevant formalism for micro-
lensing by single and double stars in ° 2. In ° 3, we provide a
general overview of the connection between detection effi-
ciency and the mass ratio, angular separation and impact
parameter of the event. We outline the unique difficulties in
calculating the detection efficiency for observed events in
° 4, and deÐne detection and detection efficiency, as used
throughout this work. Our algorithm for computing detec-
tion efficiencies is described in ° 5, and in ° 6 we apply this
algorithm to simulated data in order to access the e†ects of
di†erent detection criterion, Ðnite source size, and blending.
Suggestions for addressing complications associated with
determining accurate detection efficiencies of observed
microlensing data sets are given in ° 7. We summarize and
conclude in ° 8.

2. RELEVANT FORMALISM FOR SINGLE AND DOUBLE

MICROLENSES

2.1. Single L enses
The time-variable Ñux observed from a microlensed star

is

F(t)\ F0[A(t)] f
B
] , (1)

where is the unlensed Ñux of the star, is the ratio ofF0 f
Bany unresolved, unlensed background light to (the ““ blendF0fraction ÏÏ), and A(t) is the magniÐcation. The magniÐcation

of of a point source by a point lens can be written asA0

A0\ u2] 2
u(u2] 4)1@2 . (2)

Here u is the instantaneous angular separation of the source
and the lens in units of the angular Einstein ring radius hEof the lens, a degenerate combination of the lens mass and
distances deÐned by
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where M is the mass of the lens and are theDLS, DOS, DOLlens-source, observer-source, and observer-lens distances,
respectively. For the scaling relation on the far right-hand
side of equation (3), we have assumed kpc andDOL\ 6

kpc. Note that for u ] 0, Since theDOS \ 8 A0] 1/u.
source, lens, and observer are all in relative motion, u will be
a function of time. For rectilinear motion,

u(t) \
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B2] umin2
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, (4)

where is the time of maximum magniÐcation, is thet0 uminminimum angular separation, or impact parameter, of the
event in units of and is a characteristic timescale of thehE, tEevent, the Einstein time, deÐned by
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Here is the transverse velocity of the lens relative to thev
Mobserver-source line of sight. For the scaling relation on

the far right-hand side of equation (5), we have assumed
kpc, kpc, and kms~1.DOL\ 6 DOS \ 8 v

M
\ 100

A point-lens point-source (PSPL) light curve is thus a
function of Ðve parameters, and Unlesst0, tE, umin, F0, f

B
.

the lens is luminous, the parameters and depend onlyF0 f
Bon the source and its environment. Their distributions

depend on the luminosity functions of the observed sources
and any blended light. The parameters and aret0 uminpurely geometrical. Since the distribution of is Ñat and itst0value has no e†ect on the analysis of detection efficiencies,
we will hereafter set The intrinsic distribution oft0\ 0. uminis also Ñat, but the observed distribution has an upper limit
set by the detection threshold of the survey teams. If the lens
is not contributing signiÐcantly to the blended light, only
the characteristic time contains physical informationtEabout the lens itself. Its intrinsic distribution is set by the
lens masses and spatial distribution of the lenses and
sources ; the observed distribution of depends on the tem-tEporal sampling of the microlensing campaigns. An example
of a point-lens light curve with days, days,t0\ 15 tE\ 30

and is shown as the dotted line inumin\ 0.5, F0\ 1, f
B
\ 0

the top panel of Figure 1.

2.2. Binary L enses
A primary lens with an orbiting companion is described

by the formalism of binary lenses. The Ñux is still expressed
by equation (1), but the magniÐcation can no longer be
calculated analytically. Instead, the lens equation describing
the mapping from the source plane (g, m) to the image plane
(x, y) must be solved numerically. Following Witt (1990), we
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FIG. 1. ÈTop panel : MagniÐcation as a function of time in days for a
microlensing event with (solid curve) and without (dotted curve) the pres-
ence of a companion with mass ratio q \ 10~2. The event has an Einstein
timescale of days and minimum impact parameter in units of thetE\ 30
Einstein ring radius of The single lens curve reaches a maximumumin \ 0.5.
magniÐcation of at a time days. The binary lens curveAmax \ 2.2 t0\ 15
was generated assuming that the source trajectory makes angle h \ 300¡
with respect to the binary axis. Also shown is the best single-lens Ðt to the
binary-lens light curve (dashed curve). Bottom panel : The fractional devi-
ation d of the binary-lens light curve from the single-lens light curve with
parameters and days (solid curve) andtE\ 30 days, umin \ 0.5, t0\ 15
from the best Ðt single-lens light curve (dashed curve).

write the lens equation for two masses with fractional mass
and located at positions and in terms of them1 m2 z1 z2complex coordinates f4 g ] im and z4 x ] iy,

f\ z] m1
z6 1[ z6

] m2
z6 2[ z6

. (6)

Here all distances are in units of The mapping ishE.
described completely by two parameters, the instantaneous
angular separation of the two components in units of hE,and the mass ratio of the system,b \ o z1[ z2 o , q \m2/m1.Without loss of generality, we will assume that som2¹ m1,that q ¹ 1. Equation (6) is equivalent to a Ðfth-order
complex polynomial in z, which can be solved by the usual
techniques. Each source position produces either three or
Ðve images. The magniÐcation of each image j isA

jinversely proportional to the determinant of the Jacobian of
the lens mapping, evaluated at that image position,

A
j
\ 1

o det J o

K
z/zj

, det J \ 1 [ Lf
Lz6

Lf
Lz6

. (7)

The total magniÐcation is given by the sum of the individual
magniÐcations, The set of source positions forA\ £

j
A

j
.

which the magniÐcation is formally inÐnite, given by the
condition det J \ 0, deÐnes a set of closed curves called
caustics. Depending on the values of b and q, a binary lens
may have one, two, or three caustics ; the multiplicity of
images changes by two as the source crosses a caustic.

A static, point-source binary-lens light curve is a function
of eight parameters. Two are identical to the point-lens case,

and The equation for (and retains the sameF0 f
B
. tE hE)form, but the choice of the Ðducial mass M is arbitrary and

can refer to the total mass of the binary or the mass of one
of the components. For binaries, refers to the minimumuminangular separation (in units of between the source andhE)the origin of the binary system. The choice of origin is also
arbitrary ; popular choices are the position of center of
mass, the position of one of the masses, or the midpoint
between the two. Equation (4) still holds for static binaries,
so that is the time at which but for binary lensest0 u \ umin,this need not be the time of maximum magniÐcation. The
mapping parameters b and q, and the angle h on the sky
between source trajectory and the binary axis, are the Ðnal
three binary lens parameters. In the case of a single lens, the
lensing geometry is azimuthally symmetric, and h is com-
pletely degenerate for any measured light curve.

The value of has a large e†ect on the detection effi-uminciency of a given light curve to lens binarity ; smaller uminevents generally have higher efficiency. The Einstein time-
scale a†ects the detection efficiencies in that shorter time-tEscale events will, in general, be less densely sampled by
monitoring teams than longer timescale events. Blending
complicates matters because of the ambiguity between light
curves with di†erent combinations of and blend frac-umintion & 1997), which can lead to ill-f

B
(Woz� niak Pacyn� ski

determined detection efficiencies if the blend fraction is
poorly constrained (° 6.3).

The magniÐcation patterns of close binaries (b > 1), wide
binaries (b ? 1), and binaries with small mass ratios (q > 1),
can be written as mathematical perturbations to the single
lens pattern (Dominik 1999) ; the light curves they produce
can be mistaken for those due to a single lens for a majority
of source trajectories. The fractional deviation d, which is
deÐned by

d(t) 4
A(t) [ A0(t)

A(t)
, (8)

where A(t) is the binary-lens magniÐcation and is theA0(t)magniÐcation of the best-Ðt single-lens model, quantiÐes the
degree to which a binary-lens light curve deviates from a
best-Ðt single lens model as a function of time.

The best-Ðt single lens model need not have the same
parameters and as the underlying binary and willt0, tE, uminvary depending on the size and duration of the deviation,
which is determined by the source trajectory h and the
binary-lens parameters (b, q). The top panel of Figure 1
shows a light curve for binary system with q \ 0.01 and
b \ 1.0, and two single-lens light curves : one assuming that
the parameters and are the same as in the under-tE, t0, uminlying system, and the other the best-Ðt single lens curve. In
this particular instance, the di†erence between the two
single-lens curves is not large, although this is not universal-
ly true (see ° 6.1). The bottom panel shows the fractional
deviation of the binary light curve from both single-lens
light curves. In this example, the deviation is appreciable
(d [ 1%) for a large fraction of the light curve, but is large
(d [ 5%) for only D5 days, underscoring the need for high
photometric precision in microlensing planet searches.

3. QUALITATIVE EFFECTS OF THE INTRINSIC BINARY

PARAMETERS

In addition to its dependence on observational param-
eters, the detection efficiency of a given light curve will be a
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strong function of the intrinsic mass ratio q, the instantane-
ous binary separation b of the lens system, the angle of the
source trajectory with respect to the binary axis, h, and the
impact parameter of the event, umin.To illustrate these dependences, we calculate d as a func-
tion source position (m, g) for a grid of b and q values. Since
the best-Ðt single lens light curve, and therefore d, depends
on the exact trajectory, we must adopt heuristic approx-
imations in order to display these qualitative results in a
single plot of d contours. For b ¹ 1.0 and all q, we choose

to be the minimum projected separation from theumincenter of mass and normalize to the total mass of thetEbinary. For b [ 1.0 and q ¹ 10~1, we choose to beuminthe minimum separation from the more massive lens com-
ponent and normalize to this component as well. FortEq \ 1 and b \ 1.5 we choose to be the minimum pro-umin

jected separation from the center of mass, and normalize tEto the total mass of the binary. Finally, for q \ 1 and
b º 2.0, we choose to be the minimum separation fromuminone of the components and normalize to the same com-tEponent. These choices were made in order to approximate
the transition between close and wide binaries and mini-
mize the deviation globally. Since this qualitative example
does not use best-Ðt single lens parameters, d will be over-
estimated in all cases ; we discuss this e†ect fully in ° 6.1. To
cover the full range of parameter space for which the detec-
tion efficiency is high, we choose Ðve values of q, logarithmi-
cally spaced between 1.0 and 10~4, and b \ 0.2, 0.6, 1.0, 1.5,
2.0, and 3.0. The results are shown in Figure 2, where con-
tours of d \ ^0.01 and ^0.05 are plotted with the caustics
(d \ O). Light curves are one-dimensional cuts through
these diagrams. Since current survey programs rarely alert

FIG. 2.ÈContours of fractional deviation d, for binary separations b \ 0.2, 0.6, 1.0, 1.5, 2.0, and 3.0 and mass ratios q \ 1.0, 10~1, 10~2, 10~3, and 10~4, as
a function of position in the source plane in units of the Einstein ring radius of the binary, (g, m). The gray contours are d \ ]0.01, ]0.05 (thin and heavy
lines), the black contours are d \ [0.01, [0.05 (thin and heavy lines), and the heavy black lines are the caustics, d \ O. The circle is the Einstein ring.
Dots mark the positions of the lensing masses. The thin straight line is a trajectory with and h \ 300. Light curves for these trajectories are shownumin \ 0.5
in Fig. 3.
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ongoing events with only trajectories that passuminZ 1,
within (circles in Fig. 2) of the primary lens will behEobserved by the monitoring teams.

In Figure 3 light curves resulting from the sample trajec-
tory in Figure 2 are displayed. This trajectory is rather
typical, with and a randomly chosen angle h.umin\ 0.5
While for q \ 1.0 and 10~1, most trajectories will exhibit
considerable (d º 0.05) deviations, for the magni-q [ 10~2,
tude of the deviation will depend strongly on the value of
the h. For example, although the light curve in Figure 3 for
q \ 10~3 and b \ 0.6 exhibits no signiÐcant deviation,
inspection of Figure 2 reveals that a trajectory with the
same impact parameter but h D 90¡ would be likely to have
larger d. This illustrates why a calculation of the detection
efficiency of a nonanomalous light curve must involve an
integration over h, which is degenerate in the single-lens
case. Figures 2 and 3 also illustrate why the detection effi-
ciency of a light curve depends strongly on its Theumin.sample trajectory for q \ 10~3 and b \ 1.0, for example,
does not deviate more than d D 0.05, yet almost all trajec-
tories with smaller would exhibit much larger devi-uminations.

Several conclusions can be drawn from inspection of
Figures 2 and 3. First, for q D 1 and nearly all0.2[ b [ 3.0,

trajectories have deviations d [ 5%. Second, for all separa-
tions b, events with will have a much higherumin[ 0.1
detection efficiency than larger events. Third, for smalluminmass ratios it is likely that only a small fraction(q [ 10~2),
of detected events will exhibit caustic crossings, since, for
these mass ratios, the area covered by the caustics is con-
siderably smaller than the area covered by the d \ ^0.05
contours. Finally, for small q, detection efficiencies for light
curves with typical impact parameters will be substantial
only for companions with separations com-0.6[ b [ 1.6,
monly referred to as the ““ lensing zone.ÏÏ

4. MOTIVATION AND DEFINITIONS

4.1. Efficiencies for Observed Microlensing Events
All light curves contain information about the presence of

companions around Galactic lenses : obviously anomalous
light curves signal the possible presence of a companion
while light curves without a detectable anomaly signal the
possible absence of (certain types of) companions. With
observed data sets, both statements are probabilistic : the
presence or absence a particular type of lensing companion
in a particular system can only be made with a certain
degree of conÐdence. Ultimately, we seek a method to char-

FIG. 3.ÈFractional deviation, d, from the single-lens light curve as function of time from the peak of the single lens light curve, in units of the Einsteint0,ring crossing time for the trajectories shown in Fig. 2.tE,
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acterize this probability consistently for all light curves,
whether obviously anomalous or not, so that the complete
data set can be used to constrain the distribution of planets
and other companions in orbit around Galactic lenses.

Because most microlensing light curves do not show
obvious anomalies indicative of companions, we begin here
by quantifying the extent to which an apparently non-
anomalous light curve can be taken as a sign that planetary
companions of a given mass ratio q and projected separa-
tion b are truly absent in the microlensing system under
consideration. The absence of an observed planetary
anomaly may be due to insufficient sampling, photometric
precision, or monitoring duration, rather than the absence
of a planet. This means that the efficiency of detection must
be computed separately for each event. Intrinsic param-
eters, such as source trajectory, source size, and blending,
may also serve to hide the planetary anomaly from the
observer, and must be disentangled from observational
e†ects both to compute detection efficiencies of individual
data sets and to formulate future observing strategies that
will maximize the detection probability.

Previous studies of detection probabilities of idealized
microlensing planet searches, which adopted simplifying
assumptions such as uniform sampling and uniform dis-
tributions of (Mao & 1991 ; Gould & Loebumin Paczyn� ski
1992 ; Bolatto & Falco 1993 ; Bennett & Rhie 1996 ; Di
Stefano & Scalzo 1999a, 1999b ; Griest & SaÐzadeh 1998)
are not applicable to the situation confronted by a
researcher wishing to use an actual database of micro-
lensing light curves to draw inferences about possible
lensing companions. While these studies sought to deter-
mine what one might expect to learn from microlensing
experiments, we seek to determine what can be learned form
the experiments (after they have been done). There are
several essential di†erences between these two questions.
First, observed light curves are irregularly sampled, each
with its own and usually varying photometric precision.
Second, only the postalert portion of the light curve is avail-
able to current monitoring teams, resulting in di†erences in
the monitored phase of each event. Third, the intrinsic
impact parameter distribution of the events is altered by
choices made by both the discovery and monitoring teams ;
the actual distribution cannot be assumed to be uniform
over any interval. Finally, as pointed out by Griest & SaÐ-
zadeh (1998), when comparing a binary-lens model to a
single-lens model, the binary lens Ðt must be compared to
the best-Ðt single lens model for a given light curve, not to a
single-lens model in which the companion has been
removed, because the true lensing parameters are unknown
(see Fig. 1). Previous studies that did not use the best-Ðt
single-lens model as the null hypothesis when calculating
detection probabilities for idealized searches have overesti-
mated the true detection probability (° 6.1). These di†er-
ences motivate the detection criteria and method of
calculating detection efficiencies for actual data sets pre-
sented in this paper.

4.2. Detection and Detection Efficiency
Before we can begin to quantify the detection efficiency,

of a lensing binary with microlensing parametersv
i
(b, q),

b, q using light curve we must deÐne the meaning ofl
i
,

““ detection.ÏÏ Here, we will consider a planetary companion
to a lens to be detected in light curve if some combinationl

iof the intrinsic binary parameters b, q, and h produces a

substantially better Ðt (characterized by *s2) to the
observed light curve than the best-Ðt single lens model. In
making the comparison, the parameters andt0, tE, F0, umin,are allowed to vary to achieve the best Ðt in both thef
Bbinary and single lens models. The meaning of
““ substantially better Ðt ÏÏ can be adjusted by altering the
threshold value of that*sthresh2 *s2\ sbest single2 [ sbest binary2
must exceed.

Since here we consider only light curves that are not
obviously discrepant from PSPL (by the criterion above),
the angle h between the source trajectory and binary axis is
degenerate, and can be assumed to be drawn from a
random distribution over the full range 0 \ h¹ 2n. By
““ detection efficiency,ÏÏ we will mean the probabilityv

i
(b, q),

that an actual planetary companion with mass ratio q and
instantaneous angular separation b would be detected by
the criterion above in a given observed light curve l

i
,

assuming a random source trajectory. Only a subset of
source trajectory angles will produce detections by this cri-
terion. The efficiency incorporates both the intrinsic sensi-
tivity of the observations to a given anomaly and the
probability that such an anomaly occurs for random source
trajectories. An efficiency of zero implies that av

i
(b, q)

lensing companion with characteristics b and q would
always escape detection with these observations ; v

i
(b, q)\

1 implies that the companions would always be detected (if
present) with data of this type and quality regardless of
source trajectory through the magniÐcation pattern. This
efficiency can then be used to place a conÐdence level on the
nondetection of b, q binary anomalies in a given light curve.

5. DESCRIPTION OF THE ALGORITHM

An schematic of our basic algorithm is displayed in
Figure 4. The top panel shows a simulated light curve,
which for the moment we use as a stand-in for an observed
light curve. (For details on how this curve was generated,
see ° 6.1.) For simplicity, we assume that the baseline Ñux is
known perfectly and that the event is not blended(F0 \ 1)

We Ðt a restricted PSPL model with the three( f
B
\ 0).

remaining free parameters and to thistE, umin, t0““ observed ÏÏ light curve and obtain a s2 per degree of
freedom of with best-Ðtsl2 4 s2/dof \ 288/300 \ 0.96,
parameters days, and This(tE\ 15 umin\ 0.3, t0\ 15.0).
value of indicates that the observed light curve is consis-sl2tent with the PSPL model. In order to calculate the effi-
ciency function v(b, q) for this event, we must determine
what fraction of all possible light curves arising from a b-q
binary lens is incompatible with the observed light curve.
The middle panel of Figure 4 shows contours of constant d
for a binary with q \ 10~3 and b \ 1.5, and a sample trajec-
tory with and angle h \ 120¡ between the trajec-umin\ 0.3
tory and the binary axis. Since this source path does not
cross any regions of signiÐcant deviation, the corresponding
observed light curve would be consistent with PSPL within
the precision of typical monitoring photometry. Light
curves resulting from some other trajectories with other
values of h would be inconsistent with the observed light
curve. In order to determine the incompatibility of a b-q
binary lens model with the observed light curve as function
h, for each Ðxed h we Ðnd the best-Ðt binary-lens light curve,
leaving and as free parameters. We then calculateumin, tE t0*s2(b, q, h), the di†erence in s2 between the best-Ðt binary-
lens light curve and the best-Ðt single lens light curve as a
function of h. The bottom panel of Figure 4 shows *s2 as a
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FIG. 4.ÈTop panel : The di†erence in magnitude, as a function of time for a simulated microlensing event with photometric precision of[2.5 log10 (A),
2% and with uniform sampling at the rate from alert until The dotted line shows the best-Ðt point-source point-lens (PSPL) event, which hastE/200 tE.parameters days, and days. Middle panel : Contours of constant fractional deviation d from the single-lens magniÐcation, as atE\ 15 umin \ 0.5, t0\ 15
function of source position in units of the Einstein ring radius (g, m). The solid line shows a trajectory with and h \ 120¡. The contours are the sameumin \ 0.5
as in Fig. 2. Bottom panel : The di†erence in s2 between the best-Ðt binary-lens light curve with b \ 1.5 and q \ 10~3 and the best-Ðt PSPL light curve, as a
function of h. The horizontal line indicates a detection threshold of The detection efficiency v of the light curve in the top panel to companions*sthresh2 \ 225.
with b \ 1.5 and q \ 10~3 is the fraction of all possible trajectories for which In this case, v\ 5%.*s2[*sthresh2 .

function of h for a binary with q \ 10~3 and b \ 1.5. Since
only a small fraction of all possible trajectories would give
rise to binary-lens light curves that are statistically incom-
patible with the data, the detection efficiency of this light
curve is small for this parameter combination. Quantitat-
ively, the detection efficiency is simply the fraction of all
possible trajectories (0 ¹ h ¹ 2n), for which *s2(b, q, h) [
*sthresh2 ,

v(b, q)4
1
2n
P
0

2n
dh#[*s2(b, q, h)[ *sthresh2 ] , (9)

where #[x] is a step function. For the event depicted in
Figure 4, v\ 5% for b \ 1.5 and q \ 10~3 and a detection
criterion of This process must then be*sthresh2 \ 225.
repeated for all q and b, and then for all light curves that are
consistent with the point-lens model.

For Gaussian errors, s2 is the best measure of goodness-
of-Ðt, and the signiÐcance of the detection can be altered by
adjusting the minimum *s2 between the best-Ðt*sthresh2 ,
single and binary lens models required for a detection. The
choice of required for a detection is arbitrary (as is*sthresh2
any criterion for detection), but it should be kept in mind
that error distributions for actual monitored events are far
from Gaussian, and usually contain systematic errors with
unrecognized correlations at the few percent level. In light
of this, we choose rather conservative detection criteria,

For such high criteria, the exact form of the*sthresh2 [ 100.
error distribution is unlikely to have a substantial e†ect on

the detection efficiency. The choice of the appropriate detec-
tion criterion for realistic error distributions will likely
depend sensitively on, and be determined by, the actual
error distributions themselves. We return to this point with
a discussion of the dependence of detection efficiencies on
the detection threshold in ° 6.1.

The basic steps of our method to calculate the detection
efficiency of nonanomalous events to binary lenses are sum-
marized below. With the appropriate modiÐcations, a
similar algorithm can be applied to the analysis of detection
efficiency for any microlensing anomaly, including those
due to binary sources, lens rotation, and parallax e†ects.

1. Fit each event with a single lens model by minimizing
s2 (or some other suitable goodness-of-Ðt estimator). Evalu-
ate s2 for this model.

2. Hold the angular separation and mass ratio (b, q)
Ðxed. For each source trajectory h, Ðnd the binary lens
model that best Ðts the observed light curve, leaving tE, t0,and as free parameters. Evaluate the di†erenceumin*s2(b, q, h) between the single-lens and binary-lens Ðts.

3. Find the fraction of all binary-lens Ðts for the given (b,
q) that satisfy the detection criterion (e.g., *s2[ *sthresh2 ).
This is the detection efficiency v(b, q) for this event for the
assumed separation and mass ratio.

4. Repeat items (2) and (3) for all (b, q). This gives the
detection efficiency for the ith event as a function of b and q,
v
i
(b, q).
5. Repeat items (1)È(4) for all events.
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The steps itemized above assume that the baseline Ñux F0is known perfectly and that the event is not blended, ( f
B
\

0). In reality, one must always Ðt for the baseline Ñux andF0blend parameter Including and in the Ðtting pro-f
B
. F0 f

Bcedures can have a strong e†ect on the computed detection
efficiency of the resulting light curve. Similarly, the algorith-
mic outline above assumes that the source can be treated as
pointlike. Including Ðnite source sizes can also have a sig-
niÐcant e†ect on the inferred detection efficiency of a given
event. In order to obtain an accurate estimate of the detec-
tion efficiency, these e†ects must be included in the Ðtting
procedure, and either the light curve itself or other data
used to constrain the blending and Ðnite source size param-
eters. However, in order to clearly delineate the e†ects of
blending, Ðnite source size, and the choice of the detection
criterion, we will Ðrst assume that the baseline Ñux is known
perfectly, the blending is negligible, and the source can be
approximated as a pointlike. The e†ects of detection cri-
terion, Ðnite source size, and blending on the detection effi-
ciency v(b, q) are then explored separately in °° 6.1, 6.2, and
6.3, respectively.

The detection efficiencies calculated in the prescribed way
for nonanomalous events can be used in several ways : (1) to
place quantitative constraints on the absence of planets of
certain b, q in nonanomalous lensing event ; (2) to estimate
the average detection efficiency v(b, q) for a given data set ;
(3) to estimate v(b, q) for hypothetical data sets as a guide to
future observational programs ; and (4) as a proxy for the
detection efficiency of observed anomalous events, for
which additional challenges exist (see discussion in ° 7.4).

6. APPLICATION TO SIMULATED DATA

In order to explore more fully the e†ect of the parameters
b, q, and detection criterion on the detection efficiency,umin,and to test the robustness of the algorithm, we simulate

light curves and calculate their detection efficiency v(b, q).
Each simulated event is assumed to be alerted at

A\ 1.54 (the smallest ampliÐcation that the MACHO team
will alert, Alcock et al. 1997b) and then continuously
observed at uniform intervals of until either aftertE/200 tEthe peak or after the peak. A more realistic light curve3tEwould contain gaps due to bad weather or other observing
conditions. In order to isolate as much as possible the
intrinsic dependencies of the detection efficiency, we use
uniform sampling, and also assume here andf

B
\ 0 F0\ 1.

At each observation, a residual is drawn from a Gaussian
distribution with where or 2%, andp \ p0A0, p0\ 1% A0is given by Equation (2). These parameters are roughly con-
sistent with the best sampling and photometric accuracy of
the PLANET collaboration (Albrow et al. 1998). Hereafter,
all results will be for light curves with and obser-p0\ 2%
vations until unless otherwise noted. Three values of thetEimpact parameter, 0.3, and 0.1, are investigated.umin\ 0.5,

For each light curve, we calculate v(b, q) using steps (2È4)
in ° 5. When Ðtting the binary, we employ a downhill-
simplex method (Press et al. 1992), which usually converges
quickly and robustly to the minimum. The Ðtted single-lens
parameters are used as an initial guess, since best-Ðt binary
parameters are typically close to the single-lens values for
small mass ratios q.

Since the Ðtting procedure can be computationally
expensive, we sample h only at intervals of 2n/100 ; our
efficiencies are thus limited to a resolution of *v\ 0.01.
Although one would like to sample the (b, q) plane as

densely as possible, we are again limited by computational
expense. Since planetary events are the primary interest of
most monitoring collaborations, and nearly equal mass
binaries (10~1¹ q ¹ 1.0) will have vD 100% in the lensing
zone anyway, we choose to restrict our attention to
q ¹ 10~2. Furthermore, the e†ect of Ðnite source sizes and
blending, which we wish to investigate, will be substantially
less dramatic for than for lower mass-ratioq Z 10~1
systems. We choose three mass ratios : q \ 10~2, 10~3, and
10~4. Using a di†erent detection algorithm, Bennett & Rhie
(1996) found detection probabilities of D2% for q \ 10~5.
Since this is comparable to our resolution *v\ 0.01, we will
not extend our analysis to mass ratios smaller than
q \ 10~4. We calculate v from b \ 0.2 to 2.0 at intervals of
0.2, and then again at b \ 3.0.

6.1. Basic Results
Previous explorations of planetary microlensing detec-

tion probabilities have not used the best-Ðt binary lens light
curve, which is computationally expensive to compute.
Holding and Ðxed will cause one to overestimatetE, t0, uminthe detection efficiency in two ways. First, for large mass
ratios the secondary cannot simply be treated asq Z 10~2,
a perturbation to the primary light curve. The presence of
the secondary will have a signiÐcant e†ect on the global
(averaged over all trajectories) values of the best-Ðt param-
eters. For example, a close (b > 1) equal mass binary will
have a timescale that is a factor of 21@2 larger than an other-
wise identical wide (b ? 1) binary. Second, for small mass
ratios the majority of the detection efficiency willq [ 10~3,
arise from relatively small, deviations. These devi-d [ 10%,
ations can be suppressed below the detection criterion if the
Ðt is allowed to adjust to compensate for them (Griest &
SaÐzadeh 1998). In order to facilitate comparison between
our results and previous calculations, and to gauge the
error induced by holding the parameters andtE, t0, uminÐxed when calculating the di†erence between binary-lens
and single-lens magniÐcations, we have also calculated
v(b, q) without Ðnding the best-Ðt binary, assuming instead
that and are the same for the binary and singletE, t0 uminlens Ðts. For b ¹ 1, we choose the center of mass as the
origin of the binary ; for b [ 1, we choose the position of the
primary.

In Figure 5 the detection efficiency v(b, q) is displayed as a
function of the dimensionless angular separation b, for the
three di†erent impact parameters 0.3, and 0.5)(umin\ 0.1,
and mass ratios (q \ 10~2, 10~3, and 10~4) we investigated.
We show v(b, q) calculated using di†erent detection criteria :

and the criterion that the tra-*sthresh2 \ 100, *sthresh2 \ 225,
jectory must cross a caustic in order to be detected. Also
shown is v(b, q) for without Ðtting the binary*sthresh2 \ 225
light curve.

Figure 5 illustrates several points. First, the di†erence
between the detection efficiency calculated using the two
di†erent thresholds, and 100, is small and*sthresh2 \ 225
approximately constant at *vD 0.05 over most of the
parameter space considered. However, since the magnitude
of v(b, q) decreases with decreasing mass ratio q, the frac-
tional di†erence increases. The exact choice of thus*sthresh2
has little e†ect on v(b, q) for deviations well above the detec-
tion threshold. For perturbations near the detection limit,
however, such as those arising from companions with mass
ratio q \ 10~4, the detection efficiency can vary by a factor
of 2 depending on the choice of detection criterion. Second,
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FIG. 5.ÈDetection efficiency, v(b, q) as a function of the instantaneous separation of the binary, b for three di†erent mass ratios (q \ 10~2, 10~3, and
10~4) and impact parameters 0.3, and 0.5). Three detection criteria are shown: *s2[ 225 (thick solid line), *s2[ 100 (thin solid line), and caustic(umin \ 0.1,
crossing (dashed line). The efficiency v using *s2[ 225, but without Ðtting the binary-lens light curve, is also shown (dotted line). Throughout it is assumed
that the events are sampled uniformly with 2% photometry at the rate from alert to See ° 5.tE/200 tE.

the error induced by not using the best-Ðt binary lens light
curve can be substantial for q \ 10~2, because such com-
panions cause signiÐcant anomalies over a large fraction of
the light curve so that the parameters of the best Ðt binary-
and single-lens models can di†er dramatically. This is espe-
cially true for high-magniÐcation events with b [ 1, for
which the fractional deviation d from the best single-lens
model depends critically on the choice of the binary origin,
which can be signiÐcantly di†erent from the primary lens
position depending on the value of b. The error induced is
also large for q \ 10~4, because these deviations are very
near the detection limit. For q \ 10~3, the deviations
caused by the companion can be treated as a perturbation
to the primary light curve, and are well above the detection
limit, minimizing the e†ect of not using the best-Ðt binary ;
we caution, however, that this is unlikely to be true for all
realizations of realistic sampling. We conclude that one can
avoid Ðtting the binary lens light curve for mass ratios q [

only if the deviations are well above the detection limit10~3
of the observed light curve. Finally, as noted by Gould &
Loeb (1992), we Ðnd that caustic crossing events are likely
to comprise only a small fraction of all detected events. This
is especially important because noncaustic crossing events
are more prone to degeneracies and thus the most difficult
to characterize (Gaudi & Gould 1997 ; Gaudi 1998).

To quantify the e†ects of the various detection criteria
and impact parameters on v(b, q), we tabulate in Table 1
average detection efficiencies for the curves in FigurevLZ(q)
5 integrated over the lensing zone (where the detection effi-

ciency is the highest), 0.6¹ b ¹ 1.6,

vLZ(q) 4
P
0.6

1.6
dbv(b, q) . (10)

The accuracy of these results are limited by the fact that we
sample v(b, q) only at intervals of *b \ 0.2 in this zone. For
any given event, however, the results are more secure, so
that comparisons between forvLZ (umin\ 0.1, q \ 10~2)
and q \ 10~3) should be more reliable than(umin\ 0.1,
comparisons between q \ 10~2) and(umin\ 0.1, (umin\
0.3, q \ 10~2). Table 1 illustrates that the fractional error
induced by not Ðtting the binary light curve is smallest for
q \ 10~3, For q \ 10~2 and q \ 10~4, however,[15%.
the error can be considerably larger, D20% for umin\ 0.3
and q \ 10~2, and D30% for and q \ 10~4. Theumin\ 0.5
fractional di†erence in between and 225vLZ *sthresh2 \ 100
can be substantial, especially for q \ 10~4, where it is
always greater than 50%. Finally, caustic crossing anom-
alies comprise a relatively small fraction of the total events,
representing at most 35% of the integrated detection effi-
ciency, and decrease in importance for large impact param-
eters and smaller mass ratio.

If all lensing primaries have planets distributed uniformly
in b, the numbers in Table 1 represent the fraction of all
events with the given that would exhibit detectableumindeviations with the given q and 0.6¹ b ¹ 1.6. For larger
mass ratio companions with q \ 10~2, the detectable frac-
tion is quite large, and remains substantial,vLZ(q) Z 30%,

even for Jovian companions with q \ 10~3.vLZ(q) Z 10%,
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TABLE 1

LENSING ZONE DETECTION EFFICIENCIES POINT SOURCEvLZ(q) :

*sthresh2 \ 100
umin q (%) *sthresh2 \ 225 C. C. *sthresh2 \ 225w/o Fit

0.1 . . . . . . 10~2 98 94 33 100
10~3 38 30 5 31
10~4 5 2 0 2

0.3 . . . . . . 10~2 64 60 11 77
10~3 18 14 6 16
10~4 8 5 1 4

0.5 . . . . . . 10~2 38 34 9 40
10~3 14 11 1 12
10~4 1 1 0 1

For small companions with q \ 10~4, however, the detect-
able lensing zone fraction drops signiÐcantly below 10% in
all cases, although the exact numbers are somewhat uncer-
tain owing to the poor sampling in b. We conclude that
microlensing will be able to place strong constraints on the
frequency of double lenses with and mild con-q Z 10~2
straints on systems with q \ 10~3 companions but will be
unable to meaningfully constrain systems with q [ 10~4,
unless the sampling and photometric precision are signiÐ-
cantly better than those assumed in these simulations.

6.2. Finite Source E†ects
The results in ° 6.1 were calculated under the assumption

that the microlensed source was pointlike, so that the mag-
niÐcation of the source is inÐnite at the caustics. The mag-
niÐcation of a source with Ðnite size is given by theAfsintegral of the point-source magniÐcation over the face of
the star,

Afs(t)\
/ d2rA(t ; r)I(r)

/ d2rI(r) , (11)

and is equivalent to the intensity-weighted area of the
images (numerator) divided by the intensity-weighted area
of the unlensed source (denominator). Here I(r) is the inten-
sity proÐle of the source. The Ðnite size of the source
smooths and broadens the discontinuous jumps in magniÐ-
cation near caustics by an amount that depends on the
angular size of the source, in units ofh
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B
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where is the physical size of the star. For the scalingR
*relation on the right of equation (12), a lens distance of
kpc and a source distance of kpc has beenDOL\ 6 DOS \ 8

assumed. For a given uniform sources (I\ constant)o
*
,

will have a larger e†ect on the magniÐcation than limb-
darkened sources. Since we are interested primarily in the
magnitude of the e†ect that Ðnite sources will have on the
detection efficiency, we will assume a (less realistic) uniform
source proÐle, which also increases computational speed.

Since the caustic of a point lens is a single point at the
center of the lens (u \ 0), the magniÐcation of a Ðnite source
will di†er from that of a point source only when the source
approaches the center of the lens, For typicaluminD o

*
.

sources and lenses, (see eq. [12]), so that for singleo
*

> 1
lenses Ðnite source e†ects are noticeable only in high-
magniÐcation events for which AD u~1 (eq. [2]).(umin> 1),

Assuming a uniform source, the single lens magniÐcation
can be found analytically in this limit (Schneider, Ehlers, &
Falco 1992),

Afs,0(t) \ A0(t)B[z(t)] , (13)

where

B(z) \
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[ (1[ z~2)K
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z
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, zº 1.
(14)

Here K and E are the complete elliptic integrals of the Ðrst
and second kind, and z4 u/o

*
.

For a binary lens, the Ðnite size of the source a†ects the
magniÐcation whenever the source approaches a caustic or,
more precisely, wherever the second derivative of the mag-
niÐcation is large. As can be seen in Figure 2, for binaries
with q D 1 much of the region inside the Einstein ring
satisÐes this condition : caustic approaches and crossings
will be common. On the other hand, the results of ° 6.1
indicate that caustic crossings make up only a small fraction
of all detectable events for binaries with mass ratios consis-
tent with planetary systems Nevertheless, as can(q [ 10~2).
be seen from Figure 2, in order to produce a detectable
deviation, trajectories must pass close to caustics, where the
gradient of the magniÐcation is large and Ðnite source
e†ects are nonnegligible. Finite source magniÐcations for
binary lenses cannot be found analytically. Numerical inte-
gration of the point source magniÐcation over the face of
the star is difficult, as the divergent magniÐcation near caus-
tics causes the results to depend critically on the integration
grid size. A more robust method is to compute the total area
of all images and then divide by this area by that of the
source to Ðnd the magniÐcation of the Ðnite source at that
position. Numerous methods have been suggested ; we will
integrate over the boundary of the images (Kayser &
Schramm 1988 ; Gould & Gaucherel 1997 ; Dominik 1998).
For alternative methods, see Bennett & Rhie (1996),
Wambsganss (1997), and Griest & SaÐzadeh (1998).

6.2.1. E†ect on Finite Sources on the Detection Efficiency

What is relevant to this discussion is not the di†erence
between the Ðnite source and point source magniÐcation,
but the e†ects of Ðnite source size on the determination of
the detection efficiency v. For nearly equal-mass binaries

the magniÐcation may be altered considerably(q Z 10~1),
by Ðnite source e†ects without substantially altering v. This
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can be seen by comparing the size of the deviations (d) in the
q \ 1.0 and q \ 10~1 panels of Figure 2 to the size of a
large source For mass ratios as small as(o

*
\ 0.03). q [

10~3, however, the size of the d structures is comparable to
that of a large source, and Ðnite source e†ects are important
to a proper determination of the detection efficiency v.
Roughly speaking, Ðnite source e†ects become important
whenever the source size becomes comparable to the Ein-
stein ring of the companion, or,h

*
Z h

p
\ q1@2hE,

o
*

Z q1@2 . (15)

This criterion is satisÐed at for q ^ 10~2, whereaso
*

^ 0.1
for q D 10~3 source sizes will begin to seriouslyo

*
Z 0.03

a†ect v. Since the largest sources routinely monitored in the
Galactic bulge are clump giants, with Ðniteo

*
^ 0.03,

source e†ects will be negligible for q [ 10~3 but must be
considered for smaller mass ratios.

Although the magnitude of the perturbation will always
be suppressed in the presence of a Ðnite source, it will also
be broadened. Finite sources thus have competing e†ects on
the detection efficiency. v is decreased because previously
signiÐcant deviations are suppressed below the detection
threshold but increased for those trajectories for which the
limb of the star grazes a caustic (or high-magniÐcation area)
yielding a signiÐcant deviation where no signiÐcant devi-
ation would have occurred for a point source. The net result
of these two competing e†ects will depend on the speciÐc
value of q and b.

Contours of constant fractional deviation d of a binary
from a single lens magniÐcation, are illustrated in Figure 6
for both a point source and a Ðnite source. We choose

a relatively large source, and q \ 10~4, the smal-o
*

\ 0.03,
lest mass ratio we consider, in order to present a scenario in
which the source size will have an extreme e†ect. For the
Ðnite-source cases, the fractional deviation is computed
with respect to a Ðnite-source point-lens magniÐcation, as

given by equation (13). Figure 6 clearly demonstrates that,
for this mass ratio and source size, the di†erences between
the point and Ðnite source magniÐcation are dramatic. Both
the shape and size of the d-contours are altered consider-
ably.

As can be seen from Figure 6, planetary perturbations
with b \ 1 are qualitatively di†erent than those with b [ 1
(Gould & Loeb 1992 ; Gaudi & Gould 1997 ; Wambsganss
1997). Consider the case b \ 0.8 : the perturbation is sub-
stantially depressed by the Ðnite source and the d \ 5%
contours have nearly disappeared. This is because, for
b \ 1, regions of constant positive and negative deviation
are closely spaced and of nearly equal area so that the
smoothing induced by a large source tends to cause a can-
cellation leaving a deviation that is nearly zero (Bennett &
Rhie 1996 ; Gould & Gaucherel 1997). The e†ect is even
more prominent for b D 1, where the regions of positive and
negative deviation are especially closely spaced (Bennett &
Rhie 1996). Obviously, for these two parameter com-
binations, the planet is unlikely to be detected and v] 0.
For b [ 1, regions of positive deviation encompass con-
siderably more area than those of negative deviation (at a
Ðxed value of and the cancellation is less dra-o d oZ 5%),
matic. As a result, v(b [ 1) will be less a†ected by Ðnite
sources than v(b ¹ 1). In both cases, the perturbations
caused by the central caustic (near f\ 0, g \ 0) have
dropped below d \ 1%. Central caustics are an important
channel to planet detection in high-magniÐcation events ;
detection efficiencies for these events will be highly sensitive
to (Griest & SaÐzadeh 1998). Fortunately, this is a classo

*of events for which can often be measured.o
*In Figure 7 the light curves resulting from the trajectories

shown in Figure 6 are displayed. The trajectories were
chosen to create a signiÐcant point source fractional devi-
ation but are otherwise representative. Dramatic cancel-
lation can be seen in the light curves for b \ 0.8 and b \ 1.0.

FIG. 6.ÈContours of constant fractional deviation, d, from the single-lens magniÐcation for a point-source (left panels) and source with radius o
*

\ 0.03
(right panels), as a function of source position in units of the Einstein ring radius, (g, m), for mass ratio q \ 10~4 and dimensionless separations b \ 0.8, 1.0,
and 1.2. The contours are the same as in Fig. 2. The light curves arising from the sample trajectories (solid and dotted straight lines) are shown in Fig. 7.
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FIG. 7.ÈFractional deviation, d, from the single-lens light curve as
function of time from the peak of the single lens light curve, in units oft0,the Einstein ring crossing time for the trajectories shown in Fig. 7. ThetE,solid line is for a point-source, and the dotted lines are for a source of
radius o

*
\ 0.03.

For b \ 1.2, the deviation is substantially suppressed but is
also broader. For photometry of sufficient precision, the
detection efficiency v for this parameter combination will
actually be increased.

To make a quantitative comparison, we have calculated v
in the same manner and for the same parameters as in ° 6.1,
but now compare the simulated light curves to the best-Ðt
Ðnite source binary light curves with The resultso

*
\ 0.03.

with a detection criterion are shown in*sthresh2 \ 225
Figure 8, along with the corresponding point source effi-
ciencies from Figure 5. In agreement with the estimate from
equation (15), the detection efficiency v for q \ 10~2 com-
panions is hardly a†ected. For q \ 10~3 and separations
b \ 1, v is similar to or smaller than Ðnite source efficiencies,
but for wider separations b [ 1, v can be either somewhat
smaller or somewhat larger owing to the Ðnite source size.
The di†erence is dramatic for q \ 10~4 : source sizes corre-
sponding to bulge giants always yield efficiencies As[1%.
in ° 6.1, we calculate lensing zone efficiencies (equationvLZ[10]) ; the results are shown in Table 2. We conclude that
Ðnite source sizes have negligible e†ect on v for q Z 10~2,
but sources as large as bulge giants can have a(o

*
^ 0.03)

dramatic e†ect for smaller companions, either increasing or
decreasing v(q ^ 10~3) or wiping out the detection effi-
ciency completely (q [ 10~4).

Unfortunately, for individual events, the value of iso
*very poorly constrained. While it is possible to estimate the

physical size of the source from its color and magnitude,
this cannot be translated to the dimensionless projected size

if the value of remains unknown. The detection effi-o
*

hEciency v for most events could be in error therefore by many
tens of percent (see Fig. 8 and Table 2). We discuss method
of dealing with this difficulty in ° 7.2.

FIG. 8.ÈDetection efficiency v as a function of the dimensionless separation of the binary, b, for three di†erent mass ratios q and three events with di†erent
minimum impact parameter The solid line is v for a point-source and a detection criterion *s2[ 225 ; the dotted line is v using the same detectionumin.criterion for a source of radius It is assumed that the events are sampled uniformly with 2% photometry at the rate from alert too

*
\ 0.03. tE/200 tE.
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TABLE 2

LENSING ZONE DETECTION EFFICIENCIES vLZ(q),
FINITE SOURCE*sthresh2 \ 225 :

Point Source
umin q (%) o

*
\ 0.03

0.1 . . . . . . 10~2 94 91
10~3 30 17
10~4 2 0

0.3 . . . . . . 10~2 60 59
10~3 14 15
10~4 5 1

0.5 . . . . . . 10~2 34 35
10~3 11 9
10~4 1 0

6.3. Blending
A microlensing event is blended whenever unresolved,

unlensed background light contributes signiÐcantly to the
observed baseline Ñux of the source star (i.e., Fromf

B
D 0).

equation (1), the observed magniÐcation in the presence of
blending, is related to the true magniÐcation byA

B
,

A
B
\ (1] f

B
)~1(A] f

B
) , (16)

where is the ratio of the blend Ñux to the true lensedf
Bsource Ñux.

Blending will have two e†ects on the detection efficiency.
The Ðrst is a suppression of the deviation caused by the
binary. From equations (16) and (1), it is straightforward to
show that the fractional deviation in the presence of a blend,

is related to the true fractional deviation by,d
B
,

d
B
\ d
A
1 ] f

B
A0

B~1
. (17)

As before, is the magniÐcation of the best-Ðt PSPL lightA0curve. Note that equation (17) applies to any anomaly that
produces a deviation from the standard PSPL light curve,
including parallax, binary source, and Ðnite source e†ects.
Since is a function of time, the magnitude of the sup-A0pression will also be a function of time, such that deviations
occurring closer to the peak will be less sup-(u D umin)pressed than those occurring near the beginning and end of
the event. Figure 9 shows the ratio as a function of thed

B
/d

angular separation u of the lens and source, for three values
of corresponding to relatively mild blending,f

B
f
B
\ 1.

Anomalies occurring near the peak of high-magniÐcation
events (u D 0) will be only slightly suppressed (Griest &
SaÐzadeh 1998), while repeating events caused by wide
binaries (Di Stefano & Mao 1996 ; Di Stefano & Scalzo
1999b) can be suppressed by as much as Overall,(1 ] f

B
)~1.

the amplitude of the suppression for mild blending is rela-
tively small, and thus will not have ad

B
/d ¹ (1] f

B
)~1,

large e†ect on the detection efficiencies for binaries with
mass ratios q º 10~2 for which the fractional deviations are
usually large. For mass ratios consistent with planets,
q ¹ 10~3, however, a substantial fraction of detected events
will have maximum fractional deviation so thatdmax [ 0.1
even a suppression of D0.5 can have a signiÐcant e†ect on
planetary detection efficiencies.

The second e†ect that blending has on detection effi-
ciencies is to alter the presumed distribution of inuminobserved events. The intrinsic distribution of is Ñat upumin

FIG. 9.ÈRatio of blended to true fractional deviation d, as a functiond
Bof impact parameter u for three di†erent blend fractions, Microlensingf

B
.

events are generally alerted when u \ 1.

to the magniÐcation threshold set for detection by the
survey teams (e.g., A[ 1.34 corresponds to Thisumin\ 1).
threshold is calculated in real time near the beginning of the
event when a robust determination of blending is not pos-
sible. Consequently, the magniÐcation of the event at any
time is assumed to be the total Ñux divided by the baseline
Ñux, which is less than the trueA

B
\ (1 ] f

B
)~1(A] f

B
),

magniÐcation A for all nonzero blending values. Thus, in
the presence of blending, an event will require a larger mag-
niÐcation and thus smaller intrinsic in order to pass theumindetection criterion, which is per force applied to the
observed quantity (see Alcock et al. 1997a for anA

Bexample and discussion). Since the intrinsic detection effi-
ciency is larger for smaller impact parameters (see ° 6.1 and
Fig. 5), the blended event will be more sensitive to the pres-
ence of planets than would be calculated for a based onuminthe (erroneous) assumption that Blending thusf

B
\ 0.

a†ects binary detection efficiency in two competing ways :
the efficiency is decreased by suppressing the amplitude of
observed deviations, while at the same time it is increased as
a result of the skewing of the observed distribution touminsmaller values. The net e†ect on the detection efficiencies
will depend on the values of b and q and vary on an event-
by-event basis.

Clearly, blending must be considered when calculating
binary and planetary detection efficiencies. Since blending
e†ects are relatively easy to quantify, this poses no serious
complication as long as the blending parameter, can bef

B
,

accurately determined for individual events. Unfortunately,
as discussed by & Paczynksi (1997), blending canWoz� niak
be extremely difficult to determine for individual observed
light curves, owing to the serious correlations in the param-
eters and in the presence of blending. TheF0, tE, umin, f

Bdegeneracy is especially severe in two regimes. In the
““ spike ÏÏ regime, deÐned by and andf

B
? 1 umin> 1, tE umincannot be measured separately and only the degenerate
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combination is measurable (Gould 1996). ThistE uminregime is most important in severely crowded Ðelds, such as
those toward M31. The second regime, deÐned by large
impact parameter events with modest blending(uminZ 0.5)

is more common in bulge Ðelds, and thus the focus off
B
\ 1,

our current attention.

6.3.1. E†ect on Blending on the Detection Efficiency

In order to illustrate the difficulty in quantifying the frac-
tion of blended light, we calculate the range of allowed
values inferred for from Ðts to our Ðducial simulated lightf

Bcurves (i.e., observations from alert until 2% errors, andtE,no blending). Fixing at some value, we Ðnd the best Ðt tof
Ba point-lens model allowing the parameters andumin, tE, t0,to vary. We then compute *s2 between this Ðt and thatF0assuming The resulting *s2 as a function of isf

B
\ 0. f

Bshown in Figure 10. For and theumin\ 0.1 umin\ 0.3,
degeneracy is not severe ; the 3 p allowed ranges in aref

Band respectively. For thef
B
¹ 0.125 f

B
¹ 0.45, umin\ 0.5,

blend fraction is almost completely unconstrained because
for large events constraints on blending arise mostlyuminfrom the combination of information from the wings

of the event and the baseline( o t[ t0 oD tE) ( o t[ t0 o? tE).Thus, without a baseline measurement, the value of canF0be arbitrarily adjusted to compensate for large values of f
Bwithout signiÐcantly a†ecting the Ðt. With this in mind, we

have also computed the same *s2 statistic for a simulated
light curve with observations from alert until Here the3tE.

blending is much better constrained, with addi-f
B
¹ 0.27,

tional improvement if the errors are reduced by half, in
which case Since the majority of the constraintf

B
¹ 0.15.

comes from sampling the wings and baseline of the light
curve, it would be more efficient for monitoring teams to
concentrate on more, rather than better, measurements.

The right panels of Figure 10 demonstrate how an inac-
curately determined blend fraction can a†ect the determi-
nation of and thus the detection efficiency v. Here weuminshow the ratio between the value of determined byuminassuming a constant blend fraction and the truef

B
, umin,f,value The value of deduced for blend fractionsumin. uminbetween to can vary by nearly 50% resultingf

B
\ 0 f

B
\ 0.4

in quite di†erent inferred detection efficiencies (see Fig. 5).
To quantify this, we have calculated v as a function of forf

Ban extreme example, and observations from alertumin\ 0.5
until The procedure for calculating v is the same, except1tE.now is Ðxed at an assumed value and is included as af

B
F0free parameter in both the single lens and binary lens Ðts.

The results are shown in Figure 11, where we plot
v(q \ 10~2) as a function of b for (same as Fig. 5), 0.2,f

B
\ 0

0.4, and 0.6. Recall that all these blend fractions are sta-
tistically indistinguishable for this light curve. The di†er-
ences in v are dramatic. The suppression of binary
anomalies induced by blending of and 0.2 causes af

B
\ 0

drop in detection efficiency for separations andb [ 0.6 b Z
Inside the lensing zone, however, the net e†ect is a1.6.

dramatic increase in v owing to the lower value of umin

FIG. 10.ÈL eft panels : The di†erence in s2 between a point-lens Ðt with no blending and one with the blend fraction held Ðxed at for observations fromf
B
,

alert (A\ 1.54) until (dotted line) and from alert until (solid line). The e†ect of improving the photometric precision by a factor 2 whilet \ tE t \ 3tEmonitoring to is also shown (long-dashed line). Right panels : The ratio of the Ðtted value of to the true value of as a function of the blendt \ 3tE umin uminfraction. Line types are the same as the left panels ; the long-dashed line is coincident with the solid line.
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FIG. 11.ÈDetection efficiency v as a function of the dimensionless
separation of the binary, b, for mass ratio q \ 10~2 and four di†erent blend
fractions for an event with 2% photometry, uniform sampling from alertf

Buntil at the rate and minimum impact parametertE tE/200, umin \ 0.5.

required to produce the observed light curve for increasing
This can be appreciated best by examination of Table 3,f

B
.

which tabulates as a function of To the extent thatvLZ f
B
.

these values of cannot be distinguished from one anotherf
Bby the light curve alone, they are all equally likely, and thus

v can be quite uncertain.
Blending can give rise to a serious uncertainty in derived

detection efficiencies but, unlike Ðnite source size, the blend
fraction can be determined with sufficient accuracy for most
events. To do so, however, requires precise measurements
by the monitoring teams during the wings of the event and
at baseline. Without a reasonable quantiÐcation of the
blend fraction, the detection efficiency of individual events
will be very uncertain.

7. APPLICATION TO OBSERVED DATA

In previous sections, we used simulated data to explore
several e†ects that can inÑuence signiÐcantly the determi-
nation of the detection efficiency v of individual light curves,

TABLE 3

LENSING ZONE DETECTION

EFFICIENCIES vLZ(q \ 10~2),
: BLENDING*sthresh2 \ 225

f
B

umin,f vLZ
0.0 . . . . . . 0.50 34%
0.1 . . . . . . 0.44 33
0.2 . . . . . . 0.40 37
0.3 . . . . . . 0.34 40
0.4 . . . . . . 0.28 42
0.5 . . . . . . 0.19 57
0.6 . . . . . . 0.02 53

including detection criteria (° 6.1), Ðnite source size (° 6.2),
and blending (° 6.3). These e†ects are often difficult to quan-
tify in observed data, for which sampling and photometric
precision is likely to vary on an event-by-event basis, and
with observing conditions and microlensing phase for indi-
vidual events. Furthermore, real-time observational deci-
sions may alter (increase) the sampling of clearly anomalous
events from that of apparently nonanomalous PSPL events.

7.1. Variable Sampling and Photometric Precision
Since the algorithm we presented in ° 5 uses the observed

light curve, and thus the observed sampling and photo-
metric uncertainties associated with each event, irregular
sampling and variable precision are taken into account
explicitly in the determination of the detection efficiency v.
The efficiencies based on simulated data presented in pre-
vious sections to illustrate general principles will not be
strictly applicable to observed microlensing events, for
which weather and other considerations prevent contin-
uous monitoring with a sampling of In general, thetE/200.
e†ect of reduced or incomplete sampling will be to lower
detection efficiencies. For extremely long events, or those
(including very short) events alerted postpeak by the survey
teams, substantial portions of the light curve will have no
(dense) monitoring at all, and the e†ects on the detection
efficiency can be quite devastating. In such partially moni-
tored light curves, the PSPL Ðt parameters (umin, tE, t0, F0,and will be very uncertain, and in extreme cases almostf

B
)

completely unconstrained. Since the detection efficiency
depends on these parameters, the resulting uncertainty in v
will be quite large. Unless additional information is avail-
able (e.g., from the survey teams) to constrain the Ðt, these
data will add almost nothing to our knowledge of the abun-
dance of planets since their detection efficiency cannot be
reliably quantiÐed.

For Gaussian, uncorrelated errors, the s2 statistic can be
used as a measure of goodness of Ðt. Real measurement
uncertainties are seldom truly Gaussian, especially in
crowded microlensing Ðelds where systematic e†ects associ-
ated with seeing, scattered light, and detector characteristics
become increasingly important. Uncertainties on individual
data points are often taken to be the formal errors reported
by the PSF-Ðtting algorithms of photometric reduction
packages like DoPhot (Schechter, Mateo, & Saha 1993),
which often underestimate the true scatter (Albrow et al.
1998). Image subtraction techniques (Tomaney & Crotts
1996 ; Alard & Lupton 1998) may alleviate some of these
difficulties, but for the moment are too cumbersome and
slow to implement for multisite, real-time reduction of large
Ðelds and thus have not yet been implemented by monitor-
ing teams. An empirical correction to account for the corre-
lation of measured photometric magnitude with the
FWHM of the point spread function often results in a more
Gaussian error distribution whose average magnitude cor-
responds more closely to the formal DoPhot-reported error
(R. M. Naber 1999, private communication ; Albrow et al.
1999). As long as the detection criterion is main-*sthresh2
tained at a suitably high value (° 6.1), the exact error dis-
tribution is likely to have little e†ect on the computed
efficiency v. Remaining doubts can be assuaged by attaching
the observed error distribution derived from constant stars
to simulated PSPL light curves to calibrate both the “false
alarm rateÏ and efficiency of true detections with a given

criterion.*sthresh2
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7.2. Finite Source E†ects
Finite source e†ects pose a signiÐcant challenge to the

robust determination of the detection efficiency v because
the dimensionless source size, is unknown a priori. As weo

*have shown in ° 6.2, the Ðnite size of the source should have
negligible e†ect on v for but can have a signiÐcantq Z 10~2
e†ect for Thus, without additional informationq [ 10~3.
about v can be determined robustly only foro

*
, q Z 10~2,

which is unsatisfactory for microlensing monitoring pro-
grams whose primary goal is to learn about small mass-
ratio systems. A Ðrst-order estimate for could beo

*obtained by measuring the angular size of the source, h
*
,

and assuming that the relative proper motion of the lens,
is equal to the mean relative proper motionk \ v

M
/DOL,SkT for all lenses toward the bulge. The dimensionless size

of the source would then be given by

o
*

B
h
*

SkTtE
. (18)

The angular size of the source can be estimated by its color
and magnitude or by obtaining a precise spectral type
through more resource-intensive spectroscopy. Unfor-
tunately, the value of SkT depends on the assumed velocity
and spatial distribution of the lenses. Moreover, even within
a given model, the distribution of k is wide, having a
variance of a factor of D3 and long tails toward higher and
lower values (Han & Gould 1995). The true value of k thus
could di†er substantially from SkT, leading to a large error
in v for individual events. When averaged over many events,
these errors should approximately cancel, but current moni-
toring programs are very far from this regime, especially for
anomalous events.

A somewhat better estimate for the e†ect of on detec-o
*tion efficiencies could be made as follows. Assume that an

event has measured timescale and angular source sizetE h
*
.

For an assumed model of lens distances and velocities, the
expected distribution of proper motions, can be com-G

i
(k),

puted. The individual detection efficiency can then be
approximated as,

v
i
(b, q)\

P
kmin

kmax
dkv

i
(b, q ; o

*
)G

i
(k) , (19)

where is the maximum proper motiono
*

\ h
*
/ktE, kmaxallowed by the observed light curve, and is some rea-kminsonable lower limit. This model-dependent estimate of the

detection efficiency should be more accurate whenever Ðnite
source e†ects are large, but it is time consuming to compute
because v(b, q) must be determined for many o

*
.

Ideally, one would like to determine directly for eacho
*individual lens. This can be done by measuring k from

single-color light curves for only D5% of events (Gould
1994 ; Witt 1995), namely those with high peak magniÐ-
cation. With both optical and infrared photometry, o

*could be determined for approximately twice as many
events (Gould & Welch 1996 ; Witt 1995). If the lens is
luminous, one could measure the proper motion of the lens
directly using accurate astrometry and a high-resolution
instrument, such as HST (Gaudi & Gould 1997). This will
not be possible for all events, however, and requires a long
temporal baseline. The angular Einstein ring radius canhEbe determined directly by measuring the centroid shift of
the two unresolved images created by the lens. As the lens

passes across the line of sight to the source, these two
images move and change magniÐcation. The centroid of
these two images traces out an ellipse who size is DhE(Walker 1995), thus requiring an astrometric accuracy con-
siderably smaller than 1 mas. Preliminary studies have
shown that the Space Interferometry Mission (SIM), with its
planned 4 kas accuracy, should be able to measure reli-hEably for almost all known microlenses toward the galactic
bulge (Boden et al. 1998a ; Jeong, Han & Park 1999 ;
Dominik & Sahu 1999 ; Gould & Salim 1999). Ground-
based interferometers currently being developed, such as
the Keck Testbed Interferometer, should be able to measure

for a smaller, but substantial, fraction of events (Boden ethEal. 1998a). Measurements of this kind would require coordi-
nation and cooperation between microlensing and astrom-
etric communities, but the results would be well worth the
e†ort.

In summary, if microlensing monitoring teams can make
use of other resources, such as HST and SIM, the best
method of dealing with Ðnite source size e†ects is simply to
measure the dimensionless source size for each individ-o

*ual event directly. In the absence of these options, the e†ect
of Ðnite source size on v must rely on statistical and model-
dependent estimates of the distribution of o

*
.

7.3. Blending
As discussed in ° 7, the accurate determination of the

blending, in individual light curves is essential to thef
B
,

accurate determination of the detection efficiency. Precise
measurements during the wings of the event and at baseline
can allow the quantiÐcation of but may not always bef

Bpossible : bad weather may prevent wing measurements in
some events, and the faintness of the source star may pre-
clude precise baseline measurements in others. Improved or
alternate methods of quantifying blending would be beneÐ-
cial ; several have already been suggested.

Since the blending problem arises mainly because the
PSFs of individual stars are blended together in crowded
microlensing Ðelds, simply improving the spatial resolution
of the observations eliminates or reduces the blended light
in most cases. The resolution needed is roughly that of HST
(Han 1997), for which only a modest use of resources is
required. Nevertheless, even the resolution of HST will be
insufficient to resolve any blended light that might arise
from the lens itself or unresolved companions to the lens or
source. Blending caused either by the lens or unrelated pro-
jected stars near the source or lens will generally cause a
color shift in the combined light as the source is magniÐed
during the course of the event (Griest & Hu 1992 ; Buchalter
& Kamionkowski 1996). Since most stars in the bulge have
nearly the same color, the color shift is expected to be small
and difficult to measure. Alternatively, the blend fraction
can be quantiÐed by measuring the centroid shift of the
blended PSF during the course of the event1 (Goldberg &

1998 ; Goldberg 1998). Blend fractions can be reli-Woz� niak
ably determined in this way only for heavily blended, high-

1 This is not to be confused with the O(1 mas) centroid shift caused by
the motion and variable magniÐcation of the two images created during a
microlensing event. The centroid shift due to blending is Dd(A

B
[ 1)/A

B
,

where d is the separation of the blended sources and is the observedA
B(blended) magniÐcation. Since d is of order the resolution, 1A, this centroid

shift is measurable using current ground-based observations.
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magniÐcation events (Han, Jeong, & Kim 1998) in which
the centroid shift is prominent. Finally, improvement can be
made through the use of image subtraction rather than the
usual PSF-Ðtting photometry. Image subtraction reveals
only the time-variable Ñux, so that con-*F\ F0[A(t) [ 1],
stant sources of blended light are removed. Although image
subtraction does not remove the correlations between Ðtted
parameters that make blending problematic, it is useful
since photometric uncertainties are generally near the
photon noise limit (Tomaney & Crotts 1996 ; Alard &
Lupton 1998), which allows better discrimination between
subtle di†erences in blended light curves.

7.4. Anomalous Events
If solar systems like our own are not atypical, dense,

precise photometric monitoring will eventually result in the
detection of anomalous events consistent with planetary
perturbations. The algorithm of ° 5 can be used to place
direct limits on planetary systems in nonanomalous events
and give meaning to the large number of null results now in
hand, but what of the detection efficiency of events in which
planetary anomalies are actually observed?

By the detection efficiency of an anomalous event,v
i
(b, q)

we mean, by analogy with the deÐnition for nonanomalous
events given in ° 4, the probability that a lensing companion
with parameters b, q would be detected in light curve i
(using the same criterion) after integrating over*sthresh2
source trajectory angles h. In principle, if the parameters

and can be well determined in a binary Ðtt0, tE, umin, F0 f
Bthat meets the criterion, v(b, q) can be calculated in*sthresh2

a manner similar to that presented in ° 5. A PSPL light
curve with these parameters can be generated with the
actual sampling and photometric errors of the observed
event and the method of ° 5 applied for the b, q com-
bination that produced the best-Ðt detected binary.

Several difficulties inherent to anomalous light curves
must be addressed. First, for large mass ratio (q Z 10~2),
the source trajectory h may actually be constrained by the
light curve itself, but in a way that is partially degenerate
with other Ðtting parameters. Second, even for small mass
ratios, i.e., true planetary anomalies, the parameters

and may not be well constrained, thought0, tE, umin, F0 f
Bof course this difficulty is present for nonanomalous events

as well. Third, the anomaly, if large, may produce changes
in magniÐcation signiÐcant enough to alter the photometric
precision obtained at the phase of the perturbation. Most
planetary anomalies will have rather gentle changes in mag-
niÐcation (Fig. 3) so that this e†ect may not be severe for

Fourth, if detected real time, observer interven-q [ 10~3.
tion may alter the photometric sampling in a way that is
also phase-dependent (i.e., higher sampling after the
anomaly detection than before). These last two possibilities
present difficulties when integrating the corresponding
PSPL light curve over source trajectory h, since the altered
sampling and photometric errors will not correspond to the
phase of actual anomalies for most choices of h.

One approach to handling this increased sampling at the
phase of the anomaly is to resample the ““ postanomaly ÏÏ
portion of the light curve in a manner that is consistent with
what would have been the sampling had the anomaly gone
unnoticed. (Determining how to do this in the presence of
weather and other observing facts of life may not be trivial.)
Both the initial test of binarity and the procedure to deter-
mine the detection efficiency would then be performed with

the sparser, resampled light curve. The full data set would
be used only to reÐne the best-Ðt parameters. Alternatively,
a Bayesian approach to analyzing the full data set
(anomalous and nonanomalous) could be employed, which
addresses many of the special difficulties posed by anom-
alous events (Sackett 2000, in preparation).

8. CONCLUSION

In this paper, we have presented and tested a method to
calculate the detection efficiency of microlensing data sets
to stellar and planetary lensing companions. This method is
conceptually simple, direct, and not excessively time con-
suming. The Ðnal result, v(b, q), conveniently summarizes
the efficiency of a given data set in revealing binary lensing
systems with any mass ratio q and dimensionless separation
b. This efficiency can then be used to evaluate the likelihood
that any given model of planetary systems would give rise
to the observed data set.

The algorithm that we have presented has several advan-
tages. First, by working directly with measured light curves,
it makes few assumptions, and explicitly takes into account
the dependence of the efficiency on the sampling, photo-
metric precision, monitoring duration, and impact param-
eter of the events. Second, it is computationally efficient,
involving direct integration over only one unknown param-
eter, the angle of the trajectory. Finally, it is convenient,
incorporating all information into one two-dimensional
function, v(b, q), which can then be used to evaluate the
likelihood of any model of planetary systems. Note that in
order to draw inferences about planetary companions with
absolute mass (in and orbital radius a (in AU),m

p
M

_
)

additional assumptions or information must be brought to
bear on the distribution of lens masses and distances. Inte-
grations over orbital phase and inclination then must be
performed to deproject the instantaneous angular separa-
tion b into a probabilistic distribution function for orbital
radius a.

Some caveats must be noted. First, the method assumes
that the primary lensing parameters andt0, tE, umin, F0, f

Bare well constrained by the light curve, while emphasizing
that v is poorly known in the absence of such constraints.
Possible altered sampling and photometric precision of
anomalous events may necessitate a resampling of the cor-
responding light curve or the assumption that the efficiency
of anomalous events is equal to the average efficiency of the
normal events. Resampling is not an efficient use of all the
data, and for individual events the average efficiency of non-
anomalous events is likely to be a rather poor proxy for v

i
.

Finally, the algorithm implicitly assumes that the efficiency
is independent of the planetary system model (e.g., the e†ect
of multiple planets is ignored).

We have also applied our method to simulated light
curves in order to explore the dependence of binary detec-
tion efficiency on the impact parameter of the event, the
choice of the detection criterion, neglecting to Ðt compari-
son binary curves separately, Ðnite source e†ects, and
blending. Our conclusions are as follows :

1. Most of the efficiency of microlensing data sets to
detecting planetary anomalies results from noncaustic
crossing events.

2. The detection efficiency is strongly dependent on the
impact parameter of the event. This implies that com-uminbined detection efficiencies will depend strongly on the
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actual distribution of impact parameters of the monitored
events.

3. For mass ratios q º 10~2, the inferred detection effi-
ciency v is robust to changes in the detection criterion

For smaller mass ratios q D 10~4 near the detec-*sthresh2 .
tion limit, di†erent choices of can lead to di†erences*sthresh2
in v of a factor of 2.

4. In order to obtain accurate detection efficiencies, the
binary lens light curve must be Ðt separately unless the mass
ratio is small and the deviations are well above(q [ 10~3)
the detection limit (which may be difficult to satisfy
simultaneously). For mass ratios q º 10~2, the inferred
detection efficiency v is robust to changes in the detection
criterion For smaller mass ratios q D 10~4 near the*sthresh2 .
detection limit, di†erent choices of can lead to dif-*sthresh2
ferences in v of a factor of 2.

5. Finite source e†ects are negligible for canq Z 10~2,
either increase or decrease v for q ^ 10~3, and can be devas-
tating for at least for the large dimensionlessq [ 10~4,
source sizes that are typical of bulge giants.(o

*
Z 0.03)

6. The detection efficiency is very sensitive to the fraction
of blended light, primarily owing to item (2) above ; higher
blend fractions imply smaller impact parameters for detec-
tion, and smaller impact parameters have higher intrinsic

detection efficiencies. This fact, combined with the degener-
acy in the blend fraction that exists between poorly/
inaccurately sampled blended light curves means that
monitoring teams should make every e†ort to quantify the
blend fractions in every monitored light curve.

The Ðnal result of applying this method to an observed data
set is the integrated detection efficiency, v(b, q). This result
should be regarded as a primary outcome of microlensing
monitoring teams conducting planet searches ; it incorpor-
ates all the information from the observations and is essen-
tial for establishing any conclusions about the abundance
and nature of Galactic planetary systems.
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